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Inspired by the spectacular successes in the field of cold atoms, there is currently great interest in cold molecules. Cooling molecules is useful for various fundamental physics studies and gives access to an exotic regime in chemistry where the wave property of the molecules becomes important. Although cooling molecules has turned out to be considerably more difficult than cooling atoms, a number of methods to produce samples of cold molecules have been demonstrated over the last few years. This paper aims to review the application of cold molecules and the methods to produce them. Emphasis is put on the deceleration of polar molecules using time-varying electric fields. The operation principle of the array of electrodes that is used to decelerate polar molecules is described in analogy with, and using terminology from, charged-particle accelerators. It is shown that, by applying an appropriately timed high voltage burst, molecules can be decelerated while the phase-space density, i.e. the number of molecules per position–velocity interval, remains constant. In this way the high density and low temperature in the moving frame of a pulsed molecular beam can be transferred to the laboratory frame. Experiments on metastable CO in states that are either repelled by or attracted to high electric fields are presented. Loading of slow molecules into traps and storage rings is discussed.
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Over the last two decades, physicists have steadily learned to control the motion of particles, ranging from neutrons to ions, atoms and finally molecules. These methods have led to a renaissance in atomic physics and have the potential to do the same for molecular physics. Ultracold atoms are used in time standards and in precision tests of quantum electrodynamics and various other fundamental physics theories. Atom cooling methods have also made possible the realization of Bose–Einstein condensation in dilute atomic vapours and the atom laser. Not surprisingly, physicists and chemists now want to perform the same tricks with molecules. However, molecules have much more to offer than simply extending the experiments already performed with atoms to more complex species. For instance, the dipole–dipole interaction in a molecular Bose–Einstein condensate gives a molecular condensate new and intriguing properties. Polar Fermi gases may be used to observe
the superfluid transition. Cooling molecules will also make it possible to improve the resolution of various fundamental physics studies. For instance, specific molecules such as YbF and PbO are considered ideal for testing the time reversal symmetry postulate and chiral molecules are being used to study parity violation. Furthermore, cold molecules offer various interesting possibilities for chemistry. Cooling molecules to ultracold temperatures gives access to an exotic regime for chemical reactivity, where the thermal de Broglie wavelength exceeds the size of the collision complex. Similarly, the formation of long-lived, transiently bound molecular complexes enables reactions to occur via tunnelling through reaction barriers, thus opening novel routes for low-temperature chemistry. This paper aims to review the application of cold molecules and the methods to produce them. Three methods have been successfully applied to produce translationally cold molecules. In the first technique diatomic molecules are formed by the association of cold atoms using photons as the necessary third body. In the second technique molecules are cooled via collisions with a helium buffer gas in a cryogenic cell. In the third technique time-varying electric fields are used to decelerate a pulsed molecular beam. In this paper the last method, which has been developed in our laboratory, will be emphasized. For earlier reviews on cold molecules see Masnou-Seeuws and Pillet (2001) and Bahns et al. (2000). A popular scientific report has appeared in Goss Levi (2000).

Our paper is organized as follows. In section 2 the motivation for studying cold molecules is made more explicit. In section 3 an overview is given of methods to produce cold molecules. To set the stage and to give the reader a feel for the numbers involved, atom cooling experiments are discussed first in this section. In section 4 the interaction between molecules and electric fields is outlined. In section 5 deceleration of a beam of metastable CO is presented, using molecules in states which are either repelled by or attracted to high electric fields. Finally, in section 6 trapping and storing polar molecules is discussed.

2. Applications of cold molecules

Almost all of our knowledge of atoms and molecules has been acquired through either (i) spectroscopy or (ii) collision studies. Lowering the temperature of the atoms or molecules to be studied has a profound impact on both approaches. The following discussion will emphasize applications which cannot, or cannot easily, be performed using cold atoms. Some experiments discussed here might already be possible with the densities and temperatures achieved in our laboratory. Some other applications, however, require cooling to significantly lower temperatures. Whether these experiments turn out to be feasible depends on whether techniques such as evaporative cooling and sympathetic cooling will prove to be as effective for molecules as they have been for atoms.

2.1. High-resolution spectroscopy

At room temperature the average velocity of gas-phase molecules is about 500 m s\(^{-1}\). These high velocities limit our ability to study the molecules. Ultimately, the resolution of molecular spectroscopy is limited by the time the molecule spends in the measuring device. In a common apparatus the time one has to study a molecule will be limited to a few milliseconds, which in turn limits the width of the observed spectral line to a few kHz. At a temperature of 25 mK ammonia molecules have an average velocity of 5 m s\(^{-1}\). Cooling the molecules down to millikelvin temperatures,
therefore, improves the attainable resolution by orders of magnitude. Besides the interaction time, the resolution depends on the number of molecules that are detected; if too much signal is lost this will be the bottleneck in the experiment. In most cases the improved resolution will not justify the trouble associated with cooling molecules. However, there are a number of cases in which it is needed to have the highest possible resolution, and some of these are outlined below.

2.1.1. **Time reversal symmetry violation**

At very high precision an atom or molecule is no longer adequately described as a system containing protons, neutrons and electrons only. Rather, it is necessary to include a sea of virtual particles surrounding them, allowed to exist, for very short times, by the Heisenberg uncertainty principle. Therefore, by performing very sensitive spectroscopic measurements we can learn how these virtual particles interact with the constituents of an atom or a molecule. This ushers atomic and molecular physics into an area which has traditionally been reserved to particle physicists. Of particular interest are interactions which lead to a non-zero electric dipole moment (EDM) of an electron and of other elementary particles. The dipole moment is a measure for the charge distribution of the particle. Since the electron is assumed to be a point charge, however, the EDM is considered to be a measure of the average displacement of the electron charge from the electron’s centre of mass. An EDM would imply an asymmetry with respect to time reversal (T), commonly referred to as T-violation. So far, the only system known to violate T is the neutral kaon. T-violation has deep consequences for the evolution of the universe, in particular the question of baryon asymmetry (i.e. the fact that the universe seems to be built almost entirely out of matter, where one might expect an equal distribution of matter and antimatter). According to the standard model, the EDM of the electron is too small to be detected by any currently conceivable method. However, it is generally believed that the standard model is incomplete, and extensions to the standard model predict considerably larger values for the electron dipole moment, comparable with, or larger than, the current experimental upper limit. Increasing the experimental accuracy may therefore make it possible either to exclude these theories or to see evidence for physics beyond the standard model (Hunter 1991, Hinds and Sauer 1997).

A possible EDM of the electron necessarily lies along the angular momentum axis. If it were to lie along a different axis we would have to require a new quantum number to describe the projection of the EDM along the angular momentum axis (‘EDM up’ or ‘EDM down’). In that case Pauli’s exclusion principle would allow us to store twice as many electrons in each shell as we observe. The EDM can therefore be measured by orienting the angular momentum axis with respect to an auxiliary electric field and looking for a difference in energy on reversing the polarity of the electric field. Obviously, we cannot perform this measurement on a free electron as it would crash into the electrodes immediately. A possible way out of this difficulty is to measure the permanent EDM of a neutral atom or molecule having an unpaired H. L. Bethlem and G. Meijer

†This is not to be confused with the (induced) electric dipole moment of a polar molecule. The shift in energy due to the interaction between an electric dipole moment of a polar molecule and an external electric field is quadratic at sufficiently small electric fields. The shift due to the interaction of a permanent EDM with an external field, on the other hand, is linear at small electric fields and therefore depends on the direction of the electric field as well as on its absolute size.
electron and then attempt to interpret the result in terms of the free electron. Intuitively we would expect the applied electric field to be screened completely by the other charges in the atom or molecule and, therefore, the atom or molecule to have no permanent EDM, even though its constituents do. This is indeed true for a point particle in a non-relativistic limit; however, in high-Z atoms and molecules the electrons move at very high velocities in the vicinity of the nucleus, and relativistic properties are in fact very important. In this case the effective electric field on the electron can actually be much larger than the applied field. The auxiliary field is used merely to orient this internal electric field with respect to the laboratory frame (Schiff 1963, Sandars 1965). Note that the EDM of an atom or molecule can be induced by T-violating interactions between its constituents even in the absence of intrinsic EDMs.

We can express the effective electric field experienced by the unpaired electron in an atom or molecule in the form \( \varepsilon_{\text{eff}} = QP \), where \( Q \) is a factor which includes all details of the atomic or molecular structure (including relativistic effects) and \( P \) is the degree of polarization of the system by the external field. For \( Q \) typical values for both atoms and molecules are \( Q \sim (10–100) \times 10^9 \text{ V cm}^{-1} \times (Z/80)^3 \); the dependence on the mass number, \( Z \), reflects the fact that both the electric fields and the relativistic effects are large in the vicinity of heavy nuclei (DeMille et al. 2000). \( Q \) is similar for both atoms and molecules. Since polar molecules are readily polarized in an electric field, \( P \) is \( \sim 1 \) at modest external electric fields. For atoms, however, \( P \) is \( 100–1000 \) times smaller even at the highest attainable electric fields. The effective electric field on an electron in a molecule is therefore \( 100–1000 \) times larger than on an electron in an atom.

The sensitivity of any experiment searching for an EDM depends both on the size of the energy shift, \( \Delta E = |d_e \varepsilon_{\text{eff}}| \), with \( d_e \) the size of the EDM and \( \varepsilon_{\text{eff}} \) the effective electric field, and on the ability to measure this shift. The most accurate experiment on the EDM of the electron until now has been performed on atoms (Regan et al. 2002), for which much more sensitive techniques are available. It is expected, however, that ultimately the huge internal fields available in polar molecules will be decisive and that the most sensitive measurement of the EDM will be performed on a molecule (Hudson et al. 2002). The ability to cool the molecules down to millikelvin temperatures will improve the resolution by orders of magnitude (Egorov et al. 2001).

2.1.2. Parity-violating interaction in chiral molecules

Chiral molecules occur in two forms which are mirror images of one another and cannot be superimposed. Naively, one would expect these so-called enantiomers to be identical in all their behaviour. There is in fact a large difference in the biochemical properties of left- and right-handed enantiomers. All living organisms contain left-handed amino acids only. It may be asked, therefore, whether there is an intrinsic difference between the chemical properties of the enantiomers which gives rise to the preference of one particular form in chemical reactions. This difference, however small, might have caused a full selection of one enantiomer in the millennia that have evolved since the first appearance of living organisms on Earth. The only interaction known to violate mirror symmetry, referred to as parity violation, is the weak interaction. An energy difference between the right- and left-handed molecules would therefore be a manifestation of the weak interaction in molecules (Rein 1974, Letokhov 1975).
The simplest chiral molecule one could think of is NHDT, an isotopomer of ammonia. Unfortunately, this molecule is radioactive and therefore troublesome to work with. Furthermore, the energy difference is expected to be larger for molecules having at least one heavy atom on the periphery. The most sensitive measurement up to now has been performed on CHFClBr. In this experiment the spectra of the two enantiomers of CHFClBr are recorded simultaneously in a twin cavity (Daussy et al. 1999, Ziskind et al. 2002). The resolution is currently limited by chemical impurities in the cell. It is expected that the next experiment will be performed using a molecular beam. The ability to decelerate this beam will improve the resolution further.

2.1.3. **Time dependence of fundamental constants**

Time is the most accurately measured quantity in nature. Since 1967 the second has been defined as $9192631770$ periods of the radiation corresponding to the transition between two hyperfine states in $^{133}$Cs. Atomic frequency standards are, therefore, casually referred to as atomic clocks (Jones 2000). Interesting physics can be performed by comparing two atomic clocks. For instance the time variation of the fine structure constant $\alpha$ can be tested by simultaneously measuring transitions with a different dependence on $\alpha$. Temporal changes of $\alpha$ would result in a shift between the ratio of two measured frequencies as a function of time. Variation of fundamental constants may be expected as a consequence of the expanding universe (Webb et al. 2001).

The long lifetime of vibrationally excited states in molecules makes vibrational transitions very suitable for metrology purposes. A test of the time dependence of $\alpha$ could be performed by phase-coherent comparison between an electronic and a vibrational transition in a trapped molecule (Ye 2002).

2.1.4. **Lifetime measurements**

Besides the energy of a level, an interesting quantity of a state is its lifetime. Conventional molecular beam techniques limit the determination of lifetimes up to a few milliseconds. By storing molecules in a trap much longer lifetimes can be measured. This makes it possible to study the lifetimes of vibrationally or electronically excited metastable states. Molecules can be prepared in these states either in a trap or prior to deceleration. By measuring the trap-loss spectrum, transitions can be measured which are difficult to detect otherwise.

2.2. **Cold collisions**

2.2.1. **Quantum chemistry**

At the end of the 19th century, it was thought that there was a qualitative difference between light, described as waves, and atoms and molecules, described as particles. However, this difference was only an appearance. Under certain conditions, light behaves like particles, as was shown in 1905 by Albert Einstein. Conversely, under certain conditions particles behave like waves, as was shown by Louis de Broglie in 1923. The extent to which molecules behave as a wave depends on their temperature. At room temperature the length of the wave which is associated with an ammonia molecule is 0.23 Å, much smaller than the (classical) separation between the nitrogen atom and the hydrogen atoms which make up the ammonia molecule. At 25 mK the associated wavelength is 25 Å, considerably larger than this separation. Therefore, the classic picture of a molecule which rolls like a
marble on the potential energy surface needs radical modification. Rather, ultracold collisions are more accurately described as interfering waves (Herschbach 1999, Balakrishnan and Dalgarno 2001).

Besides studying cold collisions in a static sample of molecules, cold collisions can also be studied using a crossed molecular beam set-up. The ability to tune the molecular beam velocity allows collision cross-sections to be determined as a function of the collision energy. Interesting effects are predicted for collisions at small but non-zero collision energies. Calculations show that elastic and inelastic cross-sections exhibit sharp resonances at low collision energies (0–100 cm$^{-1}$), the cross-section increasing by two orders of magnitude at these energies (Balakrishnan et al. 2000). In particular unusual resonant states can be formed when the colliding molecules begin to rotate, leaving them with insufficient translational energy to overcome their van der Waals attraction. These resonances are foreign to cold atom–atom collisions since they arise from the rearrangement of rotational energy; at low enough temperatures, translational energy is transferred by the anisotropy of the potential energy surface into rotational energy, effectively binding the molecules transiently together. This type of resonance is ubiquitous in cold molecule–molecule collisions because the enormous number of internal molecular states leads to an equally large number of resonant states. Measurement of this predicted structure yields unprecedented opportunities to investigate fine details of the potential energy surface of the interacting species, giving complementary information to conventional spectroscopy of collision complexes (Heijmen et al. 1999, Balakrishnan et al. 2000).

2.2.2. Quantum degenerate gases

When a particle is trapped, its de Broglie wave is reflected by the walls of the trap and interferes with itself. As a consequence, the particle is no longer able to have just any velocity it chooses; only certain discrete energies are allowed. At elevated temperatures these discrete energies lie infinitesimally close to each other. At very low temperatures, however, the separation between the levels becomes significant and only the lowest few levels in the trap are populated. A very interesting situation occurs when the de Broglie wavelength of a group of particles is larger than the mean particle separation. In that case the outcome depends on whether the particles obey Bose–Einstein or Fermi–Dirac statistics. When the particles are bosons (consisting of an even number of constituents; neutrons, protons and electrons) they prefer to populate the same state. If we cool down a trapped bosonic gas, all particles will, at some point, suddenly occupy the lowest trap state. This transition is called Bose–Einstein condensation (BEC) and was first observed in 1995 in a gas of rubidium atoms (Anderson et al. 1995). A Bose–Einstein condensate has some very intriguing properties. Since all atoms are in the same quantum state, they are indistinguishable; not just in practice, but fundamentally, they have become some sort of a super-atom. When, on the other hand, the particles are fermions (consisting of an odd number of constituents; neutrons, protons and electrons) each level in the trap can be occupied by one particle only. When we cool down a trapped fermionic gas, at some point all states up to a certain temperature will be filled. When the gas is then further cooled, the cloud can no longer shrink owing to the ‘Fermi pressure’ resulting from the Pauli exclusion principle. This has recently been observed in a lithium gas (Truscott et al. 2001).

The most interesting property of degenerate quantum gases is that, although the atoms behave fully quantum-mechanically, the cloud of atoms is in fact a few
micrometres in size. If a degenerate molecular gas is formed there is the possibility of studying its behaviour for molecules in selected vibrational and (end-over-end) rotational states. Arguably, the most interesting aspect of molecules compared with atoms is their dipole–dipole interaction.

2.2.3. Dipole–dipole interaction

Two molecules having an electric dipole moment of 1 Debye, spaced at a distance of 1 μm, have an interaction energy corresponding to 170 nK. Depending on the relative orientation of these dipoles this interaction is attractive or repulsive. At very low temperature, when the translational energy becomes comparable with the dipole–dipole interaction energy, the trapped molecules influence each others’ trajectories. It is predicted that the molecules will form a dipolar crystal analogous to an ionic crystal in ion traps (Shlyapnikov 2001).

The dipole–dipole interaction also dramatically changes the properties of a degenerate gas (Baranov et al. 2002b). All experiments on BEC so far are well described by the Gross–Pitaevskii equation. This equation incorporates all atom–atom interactions in the so-called mean field interparticle interaction, given by \(4\pi \hbar^2 a/m\) times the number of atoms, with \(a\) being the scattering length. When the interaction is repulsive (positive scattering length), the BEC will be stable for any number of atoms. When the interaction is attractive (negative scattering length) the BEC will be stable only for a condensate with a limited number of atoms, as is the case for \(^7\)Li and \(^{85}\)Rb. For all atomic species thus far condensed the (magnetic) dipole–dipole interaction can be neglected compared with the contact potential (Góral et al. 2000). The electric dipole–dipole interaction is, however, typically 3 orders of magnitude stronger than its magnetic counterpart, and dominates the interaction. In a polarized polar gas the interaction depends on the geometry of the trap. In a cigar-shaped trap along the direction of polarization of the molecules, the interaction is mainly attractive. Conversely, in pancake-shaped traps the interaction is mainly repulsive. By changing the geometry of the trap one therefore has a knob to tune the interaction in the gas, thus offering new possibilities for controlling and engineering macroscopic quantum states (Santos et al. 2000).

The interaction in the gas plays a decisive role in Fermi gases. When a Fermi gas is cooled below the Fermi temperature, the cloud can no longer shrink. It is proposed, however, that at a certain temperature the cloud may collapse owing to interparticle interactions. The fermions will form pairs which behave as pseudo-bosons. This is the standard Bardeen–Cooper–Schrieffer (BCS) theory of superconductivity in metals. Because of the Pauli principle, the interaction between identical fermions vanishes at ultracold temperatures. In order to observe the superfluid transition in dilute atomic gases one therefore needs simultaneous trapping of at least two different fermionic species. The constraint on the relative concentrations of these species is rather severe. Ultracold polar gases, on the other hand, interact via dipole–dipole interactions, which are energy independent in the ultracold limit. Therefore, the BCS transitions can be obtained in a single-component polar Fermi gas. For \(^{15}\)ND\(_3\) the transition is predicted to occur at temperatures higher than 100 nK at a density of \(> 5 \times 10^{12}\) molecules cm\(^{-3}\) (Baranov et al. 2002a).

Another interesting area of research is the interaction between trapped dipoles in an optical lattice. Depending on the exact geometry of the lattice, the dipoles will be ordered according to a certain pattern. The long-range character of the dipole–dipole
interactions allows for the existence of not only Mott-insulating and superfluid phases, which have been observed recently in an atomic gas (Greiner et al. 2002), but also several other phases such as supersolid, checkerboard and collapse phases (Góral et al. 2002). The possibility of tuning the interaction may permit an experimental realization of all these different phases, which would also allow for a detailed experimental study of quantum phase transitions. Polar molecules in an optical lattice might also be used in quantum computation; in this design, the qubits, the quantum equivalent of a bit, are the EDMs of ultracold molecules, oriented along or against an external electric field. Coupling between the bits occurs via the electric dipole–dipole interaction (DeMille 2002).

3. Cooling techniques

In a conservative system, the density and temperature of a group of particles are coupled through the Liouville theorem; lowering of the temperature can be accomplished by an accompanying decrease in density only. The number of molecules per space interval (density) and velocity interval (temperature) is referred to as the phase-space density. Techniques which lower the temperature of a gas and lead to an increase of the phase-space density are referred to as real cooling, as opposed to cooling techniques which only lower the temperature at the expense of the density.

We will use as the definition of the phase-space density,

\[ D = n \Lambda^3, \]  

where \( n \) is the number density and \( \Lambda = (2\pi \hbar^2 / mkT)^{1/2} \) is the thermal de Broglie wavelength. This quantity is sometimes referred to as the degeneracy parameter of a gas. The degeneracy parameter is a measure of the de Broglie wavelength of the particles, expressed in terms of the particles’ separation. In the Boltzmann regime (far from quantum degeneracy, \( D \ll 1 \)), the degeneracy parameter is equal to the number of molecules per space and velocity interval, and thus equivalent to the definition of phase-space density in classical mechanics.

3.1. Atom cooling

3.1.1. Laser cooling

Over recent decades, immense progress has been made in gaining control over the motion of neutral atoms. These developments have been made possible by the use of laser cooling (Chu 1998, Cohen-Tannoudji 1998, Phillips 1998); atoms are cooled by many consecutive absorption–emission cycles leading to a significant momentum transfer from the photons in the laser beam to the atom. Spontaneous emission acts as a friction force, damping the motion of the atoms and thereby increasing their phase-space density. Using normal laser-cooling techniques, atoms are routinely cooled to temperatures below 1 mK (70 μK for Rb) at a density of \( 10^{10} \) atoms cm\(^{-3} \), or more. By using techniques such as polarization gradient cooling even lower temperatures can be obtained (7 μK for Rb). The number of atoms and the density are limited by radiation trapping of the cooling light and by excited-state collisions. To avoid these limitations traps are used which keep the atoms in so-called ‘dark’ hyperfine states for most of the time. This allows for a confinement of \( 10^{10} \) atoms at a density of \( 10^{12} \) atoms cm\(^{-3} \) (Metcalf and van der Straten 1999).
3.1.2. Evaporative cooling

When a gas is confined at a sufficiently high density, the collisions in the trapped gas will (tend to) establish a thermodynamic equilibrium. The energy distribution of the particles is given by a Boltzmann distribution. However, in a trap with a finite depth, a certain fraction of the atoms have an energy which exceeds the trap depth. These atoms will escape from the trap. Since the atoms which are expelled have a higher energy than the average, the temperature will be decreased when a new equilibrium is established, etc. The rate of the evaporative cooling depends on the number of elastic collisions in the gas, and thus on the density, and on the depth of the trap ($\epsilon_T$) compared with the temperature ($T$) of the trapped gas ($\eta = \epsilon_T / kT$). The evaporation must compete with heating processes such as inelastic relaxation and collisions with background gas. By keeping $\eta$ fixed (for instance by lowering the frequency of a microwave knife which limits the trap depth by inducing transitions to untrapped states) the density will increase and so will the rate of evaporative cooling. This is termed run-away evaporative cooling. In this way the phase-space density increases considerably (Ketterle and van Druten 1996). This has been the final step in experiments which have led to BEC in alkali gases (and hydrogen). In the first demonstration of BEC at JILA in 1995, $4 \times 10^6$ rubidium atoms were laser cooled to a temperature of 90 $\mu$K at a peak density of $4 \times 10^{10}$ atoms cm$^{-3}$, corresponding to a phase-space density of $3 \times 10^{-7}$. After an evaporation sweep of 70 s, the BEC transition took place, with $2 \times 10^4$ atoms at a peak density of $3 \times 10^{12}$ atoms cm$^{-3}$ and a temperature of 170 nK (Anderson et al. 1995). Since the first demonstration, numerous other groups have succeeded in obtaining BEC. BEC has now been observed in $^1$H, $^4$He*, $^7$Li, $^{23}$Na, $^{41}$K, $^{85}$Rb and $^{87}$Rb. Potassium is a particular interesting case: because of its less than ideal electronic structure, the phase-space density of laser-cooled potassium is ($\approx$100 times) too small to allow for evaporative cooling towards BEC. Even so, BEC has recently been achieved by sympathetically cooling potassium atoms with rubidium atoms (Modugno et al. 2001).

3.2. Molecular cooling

Extending the laser-cooling techniques to molecules is very difficult. Laser cooling requires a 'simple' energy level structure, making it possible to cycle a transition a large number of times without off-resonant fluorescence. This excludes most atoms and all molecules. The problem is not due to the rotation of the molecule; transitions between different rotational states are governed by strict selection rules, and for a variety of molecules transitions can be found that are rotationally and electronically closed. The problem is due to the vibration of the molecule, as transitions between different vibrational states are governed by Franck–Condon factors, i.e. the overlap of the corresponding vibrational wavefunctions. After spontaneous emission molecules therefore generally end up distributed over a large number of vibrational states. A possible exception to this might be the NH radical which has a transition around 337 nm with a Franck–Condon factor better than 0.999 (van de Meerakker et al. 2001). IR transitions are considered to be too weak for effective laser cooling.

Because of these problems, molecules have long been regarded as not amenable to cooling and trapping experiments. In 1998, 13 years after the first neutral atoms were trapped (Migdall et al. 1985), two different methods were demonstrated to cool and trap molecules (Weinstein et al. 1998a, Takekoshi et al. 1998).
3.2.1. **Buffer-gas cooling**

Cryogenic methods have been used to cool hydrogen to millikelvin temperatures since the 1970s. Buffer-gas cooling can be applied to hydrogen because hydrogen has a very small binding energy to a helium (covered) surface. All other atoms or molecules, except for helium, will stick to the walls at these temperatures. At temperatures of a few hundred millikelvin helium still has quite a high vapour pressure, high enough to be used as a buffer gas. If other atoms or molecules are introduced into the cryogenic cell they will be cooled by the helium vapour to low enough temperatures to make them trappable in a superconducting magnetic trap. In order to ensure that the atoms or molecules thermalize before impinging on the walls of the cryogenic cell surrounding the trap, the density of the buffer gas needs to be large enough to allow for thermalization on a length scale smaller than the size of the cell. This puts a lower limit on the temperature of the buffer gas. For $^3\text{He}$ and $^4\text{He}$, temperatures as low as 240 mK and 800 mK can be used respectively for a cell on the order of 1 cm. Buffer-gas cooling has been developed by the group of Doyle at Harvard (Doyle *et al.* 1995, Friedrich *et al.* 1998). About $1 \times 10^{12}$ europium (Kim *et al.* 1997) or chromium (Weinstein *et al.* 1998b) atoms were loaded into a magnetic trap at a peak density of $5 \times 10^{12}$ atoms cm$^{-3}$ and at a temperature of around 300 mK. Using the same technique, the group reported trapping of about $10^8$ CaH molecules at a density of $8 \times 10^7$ molecules cm$^{-3}$ and at a temperature of 400 mK (Weinstein *et al.* 1998a). Buffer-gas cooling and trapping is applicable to any paramagnetic molecule (or atom) provided that a means is available to introduce the molecule into the cryogenic cell. So far, laser ablation of a solid precursor has been used. A more general way might be to couple an atomic or molecular beam into the cryogenic cell (Egorov *et al.* 2002). In this way a larger number of molecules might be trapped. In order to obtain a truly isolated sample of cold molecules, the buffer gas needs to be rapidly pumped out after loading of the trap. This has already been demonstrated for europium and chromium, but for CaH the 1/e lifetime of the trapped molecules is only 0.6 s, shorter than the time currently needed to pump away the buffer gas (about 20 s) (deCarvalho *et al.* 1999). This rather short trapping lifetime is attributed to evaporation (low $\eta$) of CaH molecules over the edge of the trap.† This is less of a problem for europium and chromium for which the trap is much deeper (high $\eta$); europium and chromium have a magnetic dipole moment of 7 and 6 Bohr magneton, respectively, while CaH has a magnetic dipole moment of only 1 Bohr magneton.

3.2.2. **Association of cold atoms**

The problems of cooling molecules can be avoided by forming molecules from laser-cooled atoms. Because of energy and momentum conservation, two colliding atoms can only form a molecule if a third particle is present. In a photoassociation process, two atoms resonantly absorb one photon to form a molecule in a rovibrational level of an electronically excited state (Thorsheim *et al.* 1987). In this way ultracold H$_2$ (Mosk *et al.* 1999), He$_2$ (Herschbach *et al.* 2000), Li$_2$ (Abraham *et al.* 1995), Na$_2$ (Lett *et al.* 1993), K$_2$ (Nikolov *et al.* 1999), Ca$_2$ (Zinner *et al.* 2000), Rb$_2$ (Miller *et al.* 1993, Gabbanini *et al.* 2000) and Cs$_2$ (Fioretti *et al.* 1998) have

† In this case, evaporation does not lead to a decrease of the temperature since the molecules are still in thermal contact with the walls of the cryogenic cell.
been formed. The formation of molecules is deduced from an observed reduction in the number of trapped atoms as a function of the wavelength of the photoassociation laser. In some cases, the molecules produced have also been detected directly (Fioretti et al. 1998, Nikolov et al. 1999, Gabbanini et al. 2000). The photoassociation spectrum exhibits lines of a sharpness comparable with bound–bound transitions, and so the formation of molecules can be very efficient. However, the lifetime of a photoassociated molecule is short, and after a few nanoseconds the molecule will decay by spontaneous emission, usually giving back a pair of atoms. Crucial to the formation of stable molecules is the branching ratio between bound–bound and bound–free transitions. Favourable cases are Cs₂ and Rb₂, that, because of the existence of a double-well structure in long-range excited states, have a fairly large Franck–Condon overlap at short internuclear distances. Formation rates of up to 0.2 molecules per second per atom have been obtained (Drag et al. 2000). Similar formation rates have been observed for K₂ using a more elaborate scheme (Nikolov et al. 2000). The translational temperature of the molecules can be as low as that of the atoms from which they are formed. The cold molecular sample formed after spontaneous emission of the photoassociated molecules is in a statistical mixture of different rovibrational levels. In order to obtain molecules in a single state (preferably the ground state), stimulated Raman schemes have been applied (Laburthe Tolra et al. 2001). Formation of mixed-alkali species is also being pursued (Schaffer et al. 1999), but has turned out to be considerably more difficult because of a less favourable Franck–Condon overlap for the free–bound transition. The formation of ⁶Li⁷Li has been demonstrated unambiguously (Schlöder et al. 2001).

Recently, photoassociation of atoms has been demonstrated in a Bose–Einstein condensate (Wynar et al. 2000, Gerton et al. 2000, McKenzie et al. 2002). The group of Heinzen has observed free–bound stimulated Raman transitions with a linewidth as small as 1.5 kHz (Wynar et al. 2000). This provides the possibility to couple an atomic condensate to a molecular condensate; the matter analogue of frequency doubling of laser light. The group of Wieman has produced coherent coupling between atoms and molecules in an ⁸⁵Rb condensate using a time-varying magnetic field near a Feshbach resonance (Donley et al. 2002). A Feshbach resonance is a scattering resonance for which the total energy of two colliding atoms just matches the energy of a bound molecular state. The atoms and molecules generally have a different magnetic moment and the difference depends on the magnetic field strength. Therefore by changing the duration and magnitude of the magnetic field the amount of coupling between the atoms and molecules is tuned (Zoller 2002). The group of Wieman observed oscillations in the number of atoms in the atomic BEC which they interpreted as an oscillation between an atomic and molecular condensate. Since the molecules formed are highly excited (the distance between the atoms in the molecules is essentially the same as their distance in the condensate) they are likely to undergo an inelastic collision with an atom in the condensate. In order to obtain a stable molecular condensate it is necessary to bring the molecules down to their rovibrational ground state (Kokkelmans et al. 2001).

Once formed, the molecules can be trapped in a number of ways. The group of Knize first demonstrated trapping of molecules that were formed from laser-cooled atoms (Takekoshi et al. 1998). Using an intense CO₂ laser they managed to trap a small number of Cs dimers. More recently the groups of Pillet (Vanhaecke et al. 2002) and Heinzen (Heinzen et al. 2002) have reported magnetic trapping of
photoassociated molecules. Vanhaecke et al. (2002) reported trapping of about $1 \times 10^5$ molecules at a temperature below 100 µK.

3.2.3. Molecular beam deceleration

A powerful and general method to cool a gas is by letting it expand through a nozzle into vacuum. Let us consider a container with a high pressure gas (typically 1–5 atm). In the container there is a small hole through which the molecules emerge into vacuum, as shown in figure 1. If the hole is much smaller than the mean free path of the gas (the mean distance that a molecule travels before it collides with another molecule) the velocity distribution inside the container will not be disturbed. Every now and then molecules escape through the hole, without suffering from collisions while they leave the container. The velocity distribution in the beam is the same as it was in the container. These beams are said to be effusive.

If, on the other hand, the orifice is much larger than the mean free path, the situation is drastically changed. Molecules escaping through the hole collide frequently. Molecules close to the hole no longer suffer from collisions from the right, where the molecules that just escaped through the hole used to be. They will, however, still collide with molecules to the left of them. Therefore, the molecules experience a net force pushing them to the right (towards the hole). The molecules in the beam no longer have the same speed distribution as in the container; during the expansion the faster molecules collide with slower molecules flying ahead, and the average velocity in the beam is faster than the average velocity in an effusive beam. The velocity distribution is also narrower, corresponding to a lower temperature.

We can describe the expansion in terms of a hydrodynamic flow. Since the expansion occurs rapidly, it can be assumed to be adiabatic. The total energy of a mole of gas is the sum of the translational energy, $K$, the internal energy, $U$ (vibrational and rotational energy), the potential energy $pV$, and the kinetic flow

![Figure 1. Schematic view of a supersonic expansion. A high-pressure gas is expanded through a small hole into vacuum. The inset shows the velocity distribution of room-temperature ammonia molecules in the container and in the supersonic beam. By using a noble gas as carrier the velocity distribution is further narrowed. The terminal velocity of the ammonia molecules will then be the same as that of the carrier gas (2000 m s$^{-1}$ for He, 340 m s$^{-1}$ for Xe).](image-url)
energy $\frac{1}{2}Mv^2$, which will be constant during the expansion. The pressure in the beam is much smaller than in the container. Therefore,

$$K_0 + U_0 + p_0 V_0 = K + U + \frac{1}{2}Mv^2,$$

where the zero subscripts denote quantities in the container.

Ultimately, all energy is converted into kinetic flow energy, implying a translational temperature equal to zero in the moving frame of the molecular beam. In reality, the temperature is limited owing to finite collision cross-sections and the formation of clusters. By the formation of clusters energy is released which will heat the beam. Cluster formation can be reduced by using a noble gas as carrier gas. Noble gases cluster only at very low temperatures and act as a heat sink in the expansion. Best results are obtained using a mixture of a few per cent of the molecules of interest in the carrier gas. In this way translational temperatures below 1 K and rotational temperatures below 5 K can be obtained. The vibrational temperatures are higher, typically some 50 K. It is interesting to note that these numbers are lower than one would expect from values of the elastic and inelastic cross-sections at room temperature; as the temperature in the beam drops, the cross-sections will increase, increasing the number of collisions that take place. The terminal velocity of the beam, determined by the carrier gas, is usually faster than the local speed of sound (therefore, the expansion is said to be supersonic). For a pulsed beam this has as a consequence that disturbances at the end of the beam cannot influence the beam that has already formed.

Let us calculate the evolution of the phase-space density in the beam. Since the expansion is assumed to be isentropic, the following relation holds:

$$n = n_0 \left(\frac{T}{T_0}\right)^{1/(\gamma - 1)},$$

where $T_0$, $n_0$ and $T$, $n$ are the temperature and number density in the container and in the beam respectively and $\gamma$ is the Poisson coefficient (Reif 1965, Miller 1988). We can use this relation to calculate the phase-space density before and after the expansion. Using equation (1), we find

$$D = n \left(\frac{2\pi \hbar^2}{mkT}\right)^{3/2} = n_0 \left(\frac{T}{T_0}\right)^{1/(\gamma - 1)} \left(\frac{2\pi \hbar^2}{mkT}\right)^{3/2}.$$  

For a monoatomic gas $\gamma = 5/3$, and we find that the phase-space density remains constant throughout the expansion. Molecules have internal degrees of freedom and, therefore, a smaller $\gamma$. For small molecules, such as CO and NH$_3$, the population in the excited vibrational levels can be neglected and we need to account for their rotational degrees of freedom only. For NH$_3$ at room temperature $\gamma = 9/7$, and we find that the phase-space density decreases as $(T/T_0)^2$. Here $\gamma$ is assumed to be independent of temperature. For an expansion of pure ammonia we therefore expect a decrease in phase-space density of more than 3 orders of magnitude. This is the phase-space density integrated over all levels. In the expansion the rotational temperature decreases and the population in the lowest levels increases. The decrease in phase-space density is merely a compensation for the entropy decrease which is associated with this rotational cooling.

Let us now turn to a seeded beam. If the fraction of the seed gas is small the heat released by the seed gas can be neglected, and, therefore, the temperature and density
in the seeded beam are essentially the same as those in an unseeded beam. In this case the phase-space density of the seed gas integrated over all levels is approximately the same as in the container (using an average value for $\gamma$ we find for a 1% mixture a phase-space density decrease of 4%; for a 15% mixture the phase-space density in the beam is 2 times lower than in the container). The phase-space density of molecules in the rotational ground state will greatly increase. Let us calculate the expected phase-space density of a mixture of 1% deuterated ammonia in 1.5 atm xenon at a temperature of 200 K (see section 6). Using $P = nkT$, we find a density of ammonia molecules in the container of $5.5 \times 10^{17}$ molecules cm$^{-3}$. At 200 K, $A = 0.28$ Å, and thus the phase-space density of ND$_3$ integrated over all levels is 1.2 $\times 10^{-8}$. In the beam the translational temperature of the beam is around 1 K. At this temperature, $A = 3.9$ Å, and we expect a density of $2.0 \times 10^{14}$ molecules cm$^{-3}$. Only the lowest rotational levels will be populated in the beam. Roughly 20% of the ammonia molecules will be in the $|J = 1, MK = -1\rangle$ state, implying a phase-space density of ND$_3$ molecules in this quantum state of $2 \times 10^{-9}$. In Bethlem et al. (2000b, 2002b) and Crompvoets et al. (2001) experiments are described in which molecules in this state are decelerated and trapped. These experiments are briefly described in section 6.

Various methods are currently being explored to translate the high phase-space densities from the moving frame of the molecular beam to the laboratory frame. One method that has been demonstrated by Gupta and Herschbach (1999, 2001) uses a counter-rotating beam source. By letting the rotor spin at a suitable rate the velocity of the beam is largely cancelled, and a beam is produced which travels in the laboratory frame with a speed of a few tens of metres per second. In this way beams of CH$_3$F, O$_2$ and SF$_6$ have been produced with mean velocities of 91 m s$^{-1}$, 67 m s$^{-1}$ and 55 m s$^{-1}$ respectively. These velocities correspond to a temperature in the laboratory frame of 17 K, 8.6 K and 27 K respectively. The phase-space density that is obtained depends on the stagnation pressure and the temperature of the source. The centrifugal action of the rotating nozzle significantly enhances the pressure of the gas, which is, however, limited by the available pumping capacity. Gupta and Herschbach use continuous beams for which the peak density is typically 1000 times lower than for pulsed beams.

Another method that has been proposed is trapping of molecules in the focus of an intense laser beam which moves along with the molecular beam, either literally, by using a scoop (Friedrich 2000), or effectively, by using a moving standing wave (Corkum et al. 1999, Barker and Schneider 2001). By gradually lowering the velocity of the laser trap, the molecules can be decelerated. This method is particularly suited for highly polarizable molecules such as I$_2$.

The following sections describe the use of time-varying electric fields to decelerate a supersonic beam of polar molecules.

4. Manipulation of polar molecules using time-varying electric fields

Polar molecules are molecules having an asymmetric charge distribution, with one end of the molecule more positively and one end more negatively charged. This charge separation leads to a so-called electric dipole moment. The interaction of the dipole moment with an external electric field is known as the Stark effect. In this section it is shown how the Stark effect can be used to manipulate neutral molecules.
4.1. The force on a polar molecule

In figure 2 a classical dipole is sketched in the field formed by two wedged field plates. Lines of equal electric field are indicated. The dipole can be regarded as a positive and a negative charge \( q \) separated by a distance \( s \). The dipole moment is then defined as \( \mu = qs \), pointing from the negative to the positive charge. The separation can be quite significant on a molecular scale. For instance, the dipole moment of metastable CO is 1.37 D (\( 4.6 \times 10^{-30} \) C m), corresponding to a unit charge separation of 0.3 Å. This may be compared with the mean separation of 1 Å between the C and O atoms which make up the CO molecule. The two charges of the dipole are attracted and repelled by the electric field. When the field is inhomogeneous, these forces will not cancel exactly. The resultant force on the molecule will depend on the orientation of the dipole with respect to the electric field,

\[
F(r) = q \left[ \mathbf{E}(r + \frac{s}{2}) - \mathbf{E}(r - \frac{s}{2}) \right] = \mu \cos \theta \mathbf{E}(r),
\]

with \( \theta \) the angle between the dipole and the electric field lines and \( r \) the position of the dipole. In figure 2 the dipole is oriented along the field lines. In this case the resultant force is towards the higher electric field. Similarly, we see that when the dipole is oriented antiparallel to the field the resultant force is towards the lower electric field. Since the resultant force depends on the variation of the electric field over \( s \), the force is much smaller than the force on a charged particle. In the situation depicted in figure 2 the force on either end of the dipole is \( 6.4 \times 10^5 \) aN. Taking for instance the dipole moment of metastable CO, the resultant force is \( 4 \times 10^{-3} \) aN, corresponding to an acceleration of \( \sim 9000g \). Apart from a force on the centre of mass, the dipoles experience a torque trying to orient the dipoles parallel to the field lines. A classical dipole would, therefore, start to librate along the direction of the electric field lines.

The description so far has been purely classical. Quantum mechanics tells us that the orientation angle of the dipole moment of a molecule with respect to an external electric field can take only certain expectation values. This is known as space quantization. Space quantization was demonstrated in 1922 by Stern and Gerlach in their seminal experiment\(^\dagger\). Apart from being the first experiment where neutral particles are manipulated using external fields, this experiment forms the starting point of the molecular beam method.

\(^\dagger\) For a review of the Stern-Gerlach experiments see Friedrich and Herschbach (1998).
4.2. Deflection and focusing of polar molecules

Since the average angle $\theta$ between the dipole and an external electric field is fixed, we can introduce an effective dipole moment $\mu_{\text{eff}}(E) = \mu \cos \theta$, which is an inherent property of the quantum state. The force on the dipole becomes

$$F(r) = \mu_{\text{eff}}(|E|) \nabla |E(r)|,$$

and its potential energy

$$W = -\mu_{\text{eff}}(|E|)|E(r)|,$$

which is known as the Stark shift. There is a great similarity between the acceleration of a charged particle in an electric field and the acceleration of a dipolar molecule in an inhomogeneous electric field. We can regard the effective dipole moment as analogous to the ‘charge’ of a dipolar molecule in the electric field. When $\mu_{\text{eff}}$ is positive the molecules are attracted to high electric fields (‘high-field seekers’) and when negative the molecules are repelled from high electric fields (‘low-field seekers’).

Inhomogeneous electric fields can therefore be used to select molecules in specific states. This has been used to perform scattering experiments with state-selected beams and to perform very sensitive microwave spectroscopy†. Inhomogeneous deflection fields act as a filter, rejecting molecules in unwanted states, but this does not lead to enhancement of the signal due to molecules in the selected state. An important improvement, therefore, was the use of magnetic and electrostatic lenses, focusing molecules in a selected state. Magnetic focusing was first performed by Friedburg and Paul (1950, 1951). Electrostatic focusing was developed independently by Gordon et al. (1954, 1955) and by Bennewitz et al. (1955). Townes and coworkers succeeded in obtaining a sufficiently high density of state-selected ammonia molecules to achieve microwave amplification by stimulated emission of radiation (MASER).

An electrostatic focuser consists of a number of rods placed equidistantly on the outside of a circle. The rods are alternately at ground potential and at high voltage, creating an electric field that is zero at the molecular beam axis and increasing further outside. Molecules in low-field-seeking states will therefore experience a force towards the molecular beam axis. Generally, the field in an $n$-pole is proportional to $r^{(n/2)-1}$ (Reuss 1988), where $r$ is the distance from the molecular beam axis. Molecules with a linear Stark effect will thus experience a linear force in a hexapole. A hexapole serves as a positive lens for molecules in low-field-seeking states; molecules in high-field-seeking states, on the other hand, are defocused.

Multipole fields focus molecules in low-field-seeking states. Focusing of molecules in high-field-seeking states is more difficult. Maxwell’s equations do not allow for a maximum of an electric field in free space (Wing 1984, Ketterle and Pritchard 1992), and, therefore, molecules in high-field-seeking states have a tendency to crash into the electrodes, where the electric fields are the highest. A number of schemes have been demonstrated to overcome this difficulty (Lainé and Sweeting 1973). Although it is not possible to have simultaneous focusing of molecules in high-field-seeking states in two directions, it is possible to produce a field which has a maximum in one direction and a minimum in the other direction. By alternating the orientation of these fields it is possible to obtain net focusing (‘alternate gradient (AG) focusing’) in either direction (Auerbach et al. 1966). AG focusing of polar

† For a review of state selection by magnetic and electric fields see Reuss (1988).
molecules was experimentally demonstrated by Kakati and Laineé (1967, 1969, 1971), by Günther and coworkers (Günther and Schügerl 1972, Lübbert et al. 1975, 1978), and by Wharton and colleagues (Bromberg 1972). Another scheme uses the fact that the electric field between two coaxial electrodes scales with distance $r$ from the axis as $1/r$. Therefore molecules having a linear (negative) Stark shift experience a force that is proportional to $1/r^2$ and will perform stable Kepler orbits around the central electrode. This has been used by Helmer et al. (1960), by Chien et al. (1974) and, more recently, by Loesch (Loesch 1996, Loesch and Scheel 2000) to focus molecules in high-field-seeking states.

4.3. Deceleration of polar molecules

Molecules can be deflected and focused using fields that are inhomogeneous perpendicular to the molecular beam direction. If the electric field is inhomogeneous in the direction of the molecular beam, the longitudinal velocity of the beam will be altered. Let us consider two parallel electrodes oriented perpendicular to the molecular beam axis with a voltage difference between them (see figure 3). A molecule in a low-field-seeking state will decelerate while entering this field. If we do nothing, the molecule will accelerate while leaving the field. If, however, the electric field is greatly reduced before the molecule has left the electric field the molecule will keep its lower velocity. This process may be repeated by letting the molecules pass through multiple pulsed electric fields. Molecules can thus be slowed down and eventually brought to a standstill. This idea was first considered by King (King and Zacharias 1958, King 1959), by Oraevskiı˘(1964) and by Kazachok (1965) as a possible method to obtain MASER radiation with a reduced linewidth. The group of King at MIT constructed a 20 cm long array consisting of nine deceleration stages, intended to decelerate a beam of ammonia in the $J = 1, K = 1$ upper inversion level from $208 \text{ m s}^{-1}$ to $35 \text{ m s}^{-1}$ (Golub 1967). Each deceleration stage consisted of two parallel plates spaced 1 mm apart, having a voltage difference of 30 kV. Unfortunately, the beam intensity, at the design input velocity, was
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Figure 3. A polar molecule which has its dipole oriented antiparallel to the electric field lines will gain potential energy while flying into an electric field. This gain is compensated by a loss in kinetic energy; the molecule is decelerated. If a DC electric field is applied, the molecule will accelerate while leaving the electric field and regains its lost energy. However, if the electric field is abruptly switched off the molecule will keep its lower velocity.
insufficient to yield a detectable signal. The decelerator was to be operated at a constant frequency of the electric fields while the distance between adjacent plates was adjusted to compensate for the decreasing velocity of the beam. Therefore, the use of a higher input velocity required a drastic modification of the set-up, which was not undertaken. Meanwhile the interest in MASER sources was reduced owing to the invention of the laser. In 1966 a group led by Lennard Wharton at the University of Chicago designed and constructed an 11 m long array, consisting of 600 acceleration stages intended to accelerate LiF in high-field-seeking states from 0.2 eV (1070 m s\(^{-1}\)) to 2 eV (3430 m s\(^{-1}\)) (Auerbach et al. 1966, Wolfgang 1968). Each acceleration stage consisted of two hemispherically ended rods with a diameter of 0.5 mm spaced 0.5 mm apart. The beam was focused using additional AG lenses at DC electric fields. The accelerator was designed to be operated at maximum electric fields of 850 kV cm\(^{-1}\) and 500 kV cm\(^{-1}\) at the acceleration stages and at the lenses respectively. These values were determined as feasible from initial tests on prototype electrodes. Unfortunately, the actual electrodes were able to withstand fields up to only 1/4 of these values, probably because of some damage to the electrodes during assembly. Initial testing of the accelerator was performed at these reduced electric field strengths. A lower initial velocity of the beam and a lower frequency of the electric field was used to compensate for the reduced acceleration per stage. The full machine was built but the tests were performed using a part of the array only (60 acceleration stages). Although AG focusing proved to work, the group was unable to demonstrate acceleration of molecules. This failure was explained by misalignments in the acceleration and lens array, in combination with a decreased acceptance due to the reduced electric field strengths used (Bromberg 1972). The project was terminated in 1972. Meanwhile the advent of supersonic nozzles had made the accelerator obsolete.

We recently implemented the first successful decelerator for neutral molecules (Bethlem et al. 1999). A beam of metastable CO molecules in low-field-seeking states was decelerated from 230 m s\(^{-1}\) to 98 m s\(^{-1}\) using 63 deceleration stages. In Bethlem et al. (2000a) a theoretical model of the deceleration process is presented and tested. In Bethlem et al. (2002a) a beam of metastable CO molecules in high-field-seeking states was decelerated using 12 electrodes in AG configuration. In Bethlem et al. (2000b) ammonia molecules were decelerated and loaded in an electrostatic quadrupole trap, discussed at length in Bethlem et al. (2002b). In Crompvoets et al. (2001) a prototype electrostatic storage ring for neutral molecules has been demonstrated. In Crompvoets et al. (2002) longitudinal focusing of a beam of ammonia molecules is presented. We will here review our work on metastable CO. In section 6 the trapping and storing experiments will be briefly described.

\*\*\*\*\*

† Apparently, Wharton (chemist) was unaware of the earlier work by King (physicist).

‡ Shortly after this work, an article was published by the group of Gould at Lawrence Berkeley National Lab (Maddi et al. 1999) in which they presented data on the deceleration of Cs atoms using time-varying electric fields. Since the Stark effect in atoms is weak, the deceleration they obtained was rather small. The main goal of their work was to show the prospects for decelerating polar molecules. Time-varying magnetic fields have been used to manipulate atoms (Maréchal 1999) and neutrons (Niel and Rauch 1989). Since magnetic fields cannot be switched at high frequency, time-varying magnetic fields cannot easily be applied to supersonic beams.
4.4. Stark effect in metastable CO

In this section we will calculate the Stark shift and the effective dipole moment of metastable CO molecules. CO in its electronic ground state has only a small dipole moment (0.1 D) and, as the ground state is a $^1\Sigma^+$ state, does not exhibit a first-order Stark effect. CO in its lowest triplet state, the metastable $^3\Pi$ state, on the other hand, does have a relatively large dipole moment (1.37 D) and a linear Stark effect for fields over a few kV cm$^{-1}$. The lowest rotational state in the $\Omega = 1$ multiplet has a lifetime of 3.7 ms (Jongma et al. 1997b). This state can be directly laser excited from the ground state at 206 nm.

CO in the $^3\Pi$ state has an unpaired electron leading to a non-zero electronic orbital angular momentum $L$, $L$ couples to the spin–orbital angular momentum, $S$, and to the rotational angular momentum, $R$. For low rotational levels, the $^3\Pi$ state is best described in a Hund’s case (a) coupling scheme, with the good quantum numbers $\Lambda$ and $\Sigma$, the projection of $L$ and $S$ on the molecular axis respectively. The projections of the total angular momentum $J$ on the molecular axis and on the space-fixed axis also commute leading to the good quantum numbers $\Omega$ and $M$. In the $a^3\Pi$ state $\Omega = \Lambda + \Sigma$ can take on the possible values 0, ±1, ±2. The projection of $R$ on the molecular axis is zero by definition. The basis functions become $|n\Lambda\Sigma J\Omega M\rangle$, representing the electronic orbital, electronic spin, rotational and vibrational components of the wavefunction respectively. The rotational part of the wavefunction contains information on how the molecular axis (and therefore the dipole moment) is oriented in the laboratory frame. In the absence of an external electric (or magnetic) field there is no preferred direction in space, and the wavefunctions must be (anti-) symmetric with respect to inversion in the molecular frame (parity). Eigenfunctions with a definite parity can be constructed from linear combinations of $|J\Omega M\rangle$ and $|J - \Omega M\rangle$ basis functions. The separation of the electronic motion and nuclear motion (Born–Oppenheimer approximation) is not exact; as the CO molecule rotates the electrons do not follow the nuclear motion exactly. This leads to a splitting of the parity states, termed $\Lambda$ doubling. In the $J = 1$, $\Omega = 1$ level of the $a^3\Pi$ state, the splitting is 394 MHz. In an electric field the levels of opposite parity of a specific $J$ level mix, leading to a first-order Stark shift. At higher electric field strengths the levels of the same parity in neighbouring $J$ levels mix and the molecular rotation becomes hindered. Coupling of the different rotational levels leads to second- and higher-order Stark shifts.

In order to determine the Stark shift of metastable CO, the excitation spectrum is measured as a function of the electric field in which the metastable state is prepared (Jongma et al. 1997a). The used radiation is obtained via frequency tripling of the output of a pulsed dye amplified CW ring dye laser system. This system produces pulses of 5 ns duration with a typical energy of 1 mJ/pulse around 206 nm in a 150 MHz bandwidth. With this laser system the spin-forbidden $a^3\Pi_1 \leftarrow X^1\Sigma^+$ transition can be fully saturated. Excitation is performed on the $R_2(0)$ or on the $Q_2(1)$ line to prepare either $\Lambda$ doublet component of the $a^3\Pi_1$ ($v = 0, J = 1$) level. The excitation is performed in a homogeneous DC electric field that is applied between two parallel, gold-coated electrodes placed 2.06 ± 0.01 mm apart. The angle between the polarization vector of the laser and the electric field is close to the magic angle of 54.7°, so that all $M$ sublevels in the excited state are equally populated after excitation.

Figure 4 shows a number of excitation spectra in the vicinity of the $a^3\Pi_1$ ($v = 0, J = 1$) $\leftarrow X^1\Sigma^+$ ($v = 0, J = 0$) transition for different strengths of the electric field.
Using this transition the lower \( \Delta \) doublet component of the \( a^3\Pi \) (\( v = 0, J = 1 \)) level is populated. Since the Stark shift of the ground state is negligible on this scale, the observed shifts can be interpreted as the Stark shift of the \( a^3\Pi \) state. Similar spectra are measured for the \( a^3\Pi \) (\( v = 0, J = 1 \)) \( \times^1\Sigma^+ \) (\( v = 0, J = 1 \)) transition by which the upper \( \Delta \) doublet component of the \( a^3\Pi \) (\( v = 0, J = 1 \)) level is reached.

In figure 5 the measured Stark shift is shown as a function of the applied electric field (upper panel) for both \( \Delta \) doublet components. The smooth curves show the calculated Stark shift of the different components, obtained using the known value of the dipole moment and the rotational energy level structure (Field et al. 1972) in the \( a^3\Pi \) state. The energy matrix used in the calculations includes coupling to rotational levels up to \( J = 10 \) for all of the three \( \Omega \) ladders. The wavefunction used in this description is a superposition of the pure Hund’s case (a) wavefunctions\( ^\dagger \).

The only non-zero matrix elements for the Stark energy operator \( H_{St} \) in the pure Hund’s case (a) description are given by

\[
\langle J, M, \Omega, \pm | H_{St} | J, M, \Omega, \mp \rangle = - \frac{|M\Omega|}{J(J+1)} \mu |E|, \\
\langle J, M, \Omega, \pm | H_{St} | J + 1, M, \Omega, \pm \rangle = - \frac{\mu |E|}{J+1} \sqrt{\frac{[(J+1)^2 - \Omega^2][(J+1)^2 - M^2]}{(2J+1)(2J+3)}},
\]

\( ^\dagger \)The procedure is explained in Jongma et al. (1997a).
Equation (8) couples the two $L$ doublet components for a specific $J$ level in pure Hund’s case (a). Because the magnitude of the $L$ doubling, $\Delta E_L$, is small, this term, which is responsible for the first-order Stark effect, has a large influence. Equation (9) couples two neighbouring rotational levels, which are much further apart than the two $L$ doublet components, and is responsible for the second- and higher-order Stark effect. Diagonalization of the Stark energy matrix provides the eigenvalues presented for different electric field strengths in figure 5.

For low fields the second-order Stark shift can be neglected and the Stark shift takes the approximate form

$$\Delta W_{\text{Stark}} = \pm \sqrt{\left(\frac{\Delta E_L}{2}\right)^2 + \left[\mu |E| \frac{M\Omega}{J(J+1)}\right]^2},$$

(10)

where $\mu$ is the electric dipole moment and $|E|$ is the strength of the electric field.

Equation (8) couples the two $\Lambda$ doublet components for a specific $J$ level in pure Hund’s case (a). Because the magnitude of the $\Lambda$ doubling, $\Delta E_\Lambda$, is small, this term, which is responsible for the first-order Stark effect, has a large influence. Equation (9) couples two neighbouring rotational levels, which are much further apart than the two $\Lambda$ doublet components, and is responsible for the second- and higher-order Stark effect. Diagonalization of the Stark energy matrix provides the eigenvalues presented for different electric field strengths in figure 5.

For low fields the second-order Stark shift can be neglected and the Stark shift takes the approximate form

$$\Delta W_{\text{Stark}} = \pm \sqrt{\left(\frac{\Delta E_\Lambda}{2}\right)^2 + \left[\mu |E| \frac{M\Omega}{J(J+1)}\right]^2},$$

(10)

with the plus and minus sign used for the low-field- and high-field-seeking states respectively.

By dividing the Stark curves shown in figure 5 by the electric field and multiplying by $-1$, we find the effective dipole moments (figure 5, lower panel).
The calculations are performed for higher fields than can be attained experimentally as well. The results of these calculations are shown for the lowest rotational levels of the $F_2$ component (mainly $\Omega = 1$ character) in figure 6. The figure shows the energy of all of the $M\Omega$ components for rotational levels up to $J = 3$. The $\Lambda$ doubling is too small to be seen on this scale. It is clear from the figure that levels with equal $|M\Omega|$ but different $J$ repel each other. At high electric fields, the $J$ levels are fully mixed, and all levels shift to lower energy. At this point the molecule no longer rotates freely but only librates about the electric field direction. These states are therefore termed 'pendular states' (Loesch and Remscheid 1990, Friedrich and Herschbach 1991). In the limit of high electric field, different states with even or odd $|M|$ correspond to different harmonic librator states with a definite orientation (and $\mu_{\text{eff}}$) as can be seen in the lower part of figure 6. The electric fields at which $J$ mixing takes place depend on the ratio of the dipole moment to the rotational constant of the molecule. Therefore, for heavy molecules (with relatively small rotational constants) this takes place at rather low electric fields. In table 1 the Stark shifts of a number of polar molecules are listed, together with some relevant molecular properties, such as the dipole
moments, rotational constants and mass. In Bethlem et al. (2002b) a more extensive list is presented.

5. Decelerating polar molecules

5.1. Decelerating low-field seekers

As explained in the previous section, electric fields can be used to manipulate the trajectories of neutral molecules. Static electric fields have been used to focus and deflect polar molecules while time-varying electric fields can be used to change the longitudinal velocity of polar molecules. The amount of energy that can be taken from or added to the molecule is given by the Stark shift, which can be regarded as the potential energy of the molecule in an electric field. For typical molecules this shift is a few cm$^{-1}$ in the maximum electric fields that can be applied (see table 1).

This may be compared with the kinetic energy of molecules in a supersonic beam which is typically on the order of 100 cm$^{-1}$. In order to make a significant change in energy we therefore need to use multiple pulsed electric fields.

It is necessary to keep the molecules together throughout the deceleration process. In this section we will discuss the stability properties of an array of electric fields. It is shown that the principle of ‘phase stability’, that forms the basis for synchrotron-like charged particle accelerators, can be applied to Stark deceleration as well. Phase stability was independently discovered by Veksler (1945) and McMillan (1945) and can be viewed as trapping of the particles in a travelling

<table>
<thead>
<tr>
<th>Molecule</th>
<th>State</th>
<th>Stark shift (cm$^{-1}$) at 200 kV cm$^{-1}$</th>
<th>$\mu$ (D)</th>
<th>$A$, $B$, $C$ (cm$^{-1}$)</th>
<th>$m$ (amu)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CO ($a^3\Pi_1$)$^a$</td>
<td>$</td>
<td>J = 1, M\Omega = -1\rangle$</td>
<td>1.71</td>
<td>1.37</td>
<td>—, 1.68, —</td>
</tr>
<tr>
<td></td>
<td>$</td>
<td>J = 1, M\Omega = +1\rangle$</td>
<td>-2.66</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NH$_3$$^b$</td>
<td>$</td>
<td>J = 1, MK = -1\rangle$</td>
<td>2.11</td>
<td>1.47</td>
<td>—, 9.95, 6.23</td>
</tr>
<tr>
<td></td>
<td>$</td>
<td>J = 1, MK = +1\rangle$</td>
<td>-2.19</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ND$_3$$^c$</td>
<td>$</td>
<td>J = 1, MK = -1\rangle$</td>
<td>2.29</td>
<td>1.50</td>
<td>—, 5.14, 3.12</td>
</tr>
<tr>
<td></td>
<td>$</td>
<td>J = 1, MK = +1\rangle$</td>
<td>-2.66</td>
<td></td>
<td></td>
</tr>
<tr>
<td>OH$^d$</td>
<td>$</td>
<td>J = 3/2, M\Omega = -9/4\rangle$</td>
<td>3.22</td>
<td>1.67</td>
<td>—, 18.5, —</td>
</tr>
<tr>
<td></td>
<td>$</td>
<td>J = 3/2, M\Omega = +9/4\rangle$</td>
<td>-3.31</td>
<td></td>
<td></td>
</tr>
<tr>
<td>H$_2$O$^e$</td>
<td>$</td>
<td>K, K,</td>
<td>M</td>
<td>=</td>
<td>1101\rangle$</td>
</tr>
<tr>
<td></td>
<td>$</td>
<td>K, K,</td>
<td>M</td>
<td>=</td>
<td>0000\rangle$</td>
</tr>
<tr>
<td>Pyridazine$^f$</td>
<td>$</td>
<td>K, K,</td>
<td>M</td>
<td>=</td>
<td>1101\rangle$</td>
</tr>
<tr>
<td></td>
<td>$</td>
<td>K, K,</td>
<td>M</td>
<td>=</td>
<td>0000\rangle$</td>
</tr>
<tr>
<td>YbF$^g$</td>
<td>$</td>
<td>J = 3/2, M\Omega = -3/4\rangle$</td>
<td>0.3 at 20 kV cm$^{-1}$</td>
<td>3.91</td>
<td>—, 0.24, —</td>
</tr>
<tr>
<td></td>
<td>$</td>
<td>J = 1/2, M\Omega = +1/4\rangle$</td>
<td>-10.9</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

For details see
$a$ Jongma et al. (1997 a),
$b$ Gandhi and Bernstein (1987),
$c$ Baugh et al. (1994),
$d$ Schreel et al. (1993),
$e$ Bulthuis et al. (1997),
$f$ Li et al. (1998) and
$g$ Sauer et al. (1996).
potential well formed by the electric fields (Humphries 1986). By slowly decreasing the velocity of the travelling well, the molecules are decelerated. We will show the transport and deceleration of metastable CO molecules through an array formed by 63 deceleration stages. The oscillating motion of molecules in the travelling well is observed. By providing a minimum electric field on the molecular beam axis, molecules in low-field-seeking states are kept together in the transverse direction as well.

5.1.1. *Motion in the Stark decelerator*

Let us consider an array of electric field stages separated by a distance $L$, as shown in figure 7. Each stage consists of two parallel cylindrical metal rods with radius $r$, centred a distance $2r + d$ apart. One of the rods is connected to a positive and the other to a negative switchable high-voltage power supply. Alternating stages are connected to each other. When a molecule in a quantum state with a positive Stark effect (a low-field seeker) moves through the array of electric field stages as indicated in figure 7, it will gain Stark energy. This gain of potential energy is compensated by a loss of kinetic energy. If the electric field is abruptly switched off, the molecule will keep its instantaneous velocity. If, simultaneously, the electric field of the next stage is switched on, the process will repeat itself. In figure 7 the potential energy of the molecule, $W(z)$, is depicted as a function of its position $z$ along the beam axis. The energy a molecule loses per stage depends on its position at the time that the fields are being switched. In analogy with concepts used in charged-particle accelerators, this position is expressed in terms of a ‘phase angle’ $\phi$ that has a periodicity of $2L$. Molecules that are in maximum electric field just prior to the time at which the fields are switched are assigned a phase angle $\phi = 90^\circ$.

First, we will discuss the situation where the electric fields are switched at equal time intervals, $\Delta T$. Let us consider a molecule with a phase $\phi = 0^\circ$ and with a velocity that matches the frequency of the electric fields, i.e. a molecule that travels exactly the distance $L$ in the time interval $\Delta T$. This molecule will be referred to as the ‘synchronous’ molecule. Its phase and velocity are designated as the equilibrium phase $\phi_0$ and the equilibrium velocity $v_0$ respectively. It is readily seen that (i) the phase and velocity of the synchronous molecule remain unchanged and (ii) that molecules with a slightly different phase or velocity will experience an automatic correction towards these equilibrium values. A molecule with a phase slightly larger than $\phi_0$ and a velocity equal to $v_0$, for instance, will lose more energy per stage than...
the synchronous molecule. It will thus be slowed down relative to the synchronous molecule and consequently its phase will become smaller, until it lags behind. At this point, the situation is reversed and it will lose less energy than the synchronous molecule will, etc. This argument shows that molecules with a slightly different phase from $\phi_0$ and/or a slightly different velocity from $v_0$ will oscillate with both phase and velocity around the equilibrium values; the molecules are trapped in a potential well travelling at the velocity of the synchronous molecule.

In order to decelerate the molecules one has to lower the velocity of the potential well, by gradually increasing the time intervals $\Delta T$ after which the electric fields are being switched. The synchronous molecule will still travel a distance $L$ in the interval $\Delta T$, but $\phi_0$ will now be different from zero. By definition, the synchronous molecule is always at the same position when the fields are being switched ($\phi_0$ remains constant); it will achieve this by losing exactly the required kinetic energy per stage. Again, the phase and velocity of a non-synchronous molecule will oscillate around those of the decelerated synchronous molecule.

In figure 8 the potential energy for three molecules is shown while they traverse the decelerator. The molecules have the same velocity as the synchronous molecule ($v = L/\Delta T$) but have a different position at the moment that the fields are being switched (a different phase). The different curves have been given an offset for clarity. It is seen that the energy the molecules lose or gain depends strongly on their phase.

The kinetic energy lost by the synchronous molecule per stage, $\Delta K(\phi_0)$, is given by $W(\phi_0) - W(\phi_0 + \pi)$. It is convenient to express $W(\phi)$ as a Fourier series. In the expression for $\Delta K(\phi_0)$ all the even terms cancel, yielding

$$\Delta K(\phi_0) = 2a_1 \sin(\phi_0) + 2a_3 \sin(3\phi_0) + \ldots \quad (11)$$

When adjacent electric field stages are not too far apart, i.e. $L \sim 2r + d$, $\Delta K(\phi_0)$ is predominantly determined by the first term. As mentioned above, the phase is only defined at the moment at which the fields are being switched. To be able to treat the motion of the molecules through the Stark decelerator mathematically, a

---

† Although convenient, the fact that the potential energy can be well represented by the first terms of the Fourier series of equation (11) does not have additional advantages.
description in terms of continuous variables is needed. For a description of the motion of a non-synchronous molecule relative to the motion of the synchronous molecule, we will introduce the instantaneous difference in phase,
\[ \frac{\Delta C_1}{C_2} C_30 = \frac{C_30}{C_0} C_0, \]
and velocity,
\[ \frac{\Delta v}{C_1} = \frac{v}{C_0} \frac{v}{C_2}. \]
One can regard the lost kinetic energy per stage of the synchronous molecule as originating from a continuously acting average force,
\[ \frac{F(\phi_0)}{C_1} \frac{\Delta K}{C_0} = \frac{L}{C_3} \Rightarrow \frac{L}{C_3}. \]
This approximation can be made provided that the deceleration rate, i.e. the amount by which the velocity of the synchronous molecule is reduced in a given stage relative to \( v_0 \), is small. When \( \Delta v \ll v_0 \), the average force on a non-synchronous molecule can be written as
\[ \frac{F(\phi_0 + \Delta \phi)}{C_1} = \frac{\Delta K(\phi_0) + \Delta \phi}{L}. \]

We can calculate the travelling potential well by integrating equation (12) over \( \phi \). In figure 9 the potential well for metastable CO is shown for a number of values of \( \phi_0 \) as used in our experiment (described below).

The equation describing the motion of the non-synchronous molecule relative to the motion of the synchronous molecule is given by
\[ m \frac{L d^2(\Delta \phi)}{C_1} + \frac{2a_1}{L} \sin(\phi_0 + \Delta \phi) - \sin(\phi_0) = 0, \]
with \( m \) the mass of the molecule. This is analogous to the equation of a pendulum driven by a constant torque. When \( \Delta \phi \) is small, \( \sin(\phi_0 + \Delta \phi) \approx \sin(\phi_0) + \Delta \phi \cos(\phi_0) \) and the equation of motion becomes
\[ m \frac{L d^2(\Delta \phi)}{C_1} + \frac{2a_1}{L} (\Delta \phi \cos(\phi_0)) = 0. \]

In figure 10 a numerical integration of equation (13) is shown for various equilibrium phases \( \phi_0 \). The full curves are lines of constant energy and indicate trajectories that molecules will follow. The inner curves are nearly elliptical, corresponding to a nearly linear restoring force on the molecules, as can be seen.

\[ \frac{\Delta \phi}{C_1} \frac{\Delta K}{C_0} L = \frac{L}{C_3}. \]

\[ \frac{F(\phi_0 + \Delta \phi)}{C_1} = \frac{\Delta K(\phi_0) + \Delta \phi}{L}. \]

\[ m \frac{L d^2(\Delta \phi)}{C_1} + \frac{2a_1}{L} \sin(\phi_0 + \Delta \phi) - \sin(\phi_0) = 0, \]

\[ \frac{mL d^2(\Delta \phi)}{C_1} + \frac{2a_1}{L} (\Delta \phi \cos(\phi_0)) = 0. \]

\[ \frac{F(\phi_0 + \Delta \phi)}{C_1} = \frac{\Delta K(\phi_0) + \Delta \phi}{L}. \]

\[ \frac{mL d^2(\Delta \phi)}{C_1} + \frac{2a_1}{L} \sin(\phi_0 + \Delta \phi) - \sin(\phi_0) = 0, \]

\[ \frac{mL d^2(\Delta \phi)}{C_1} + \frac{2a_1}{L} (\Delta \phi \cos(\phi_0)) = 0. \]

\[ \frac{F(\phi_0 + \Delta \phi)}{C_1} = \frac{\Delta K(\phi_0) + \Delta \phi}{L}. \]

\[ \frac{mL d^2(\Delta \phi)}{C_1} + \frac{2a_1}{L} \sin(\phi_0 + \Delta \phi) - \sin(\phi_0) = 0, \]

\[ \frac{mL d^2(\Delta \phi)}{C_1} + \frac{2a_1}{L} (\Delta \phi \cos(\phi_0)) = 0. \]

\[ \frac{F(\phi_0 + \Delta \phi)}{C_1} = \frac{\Delta K(\phi_0) + \Delta \phi}{L}. \]

\[ \frac{mL d^2(\Delta \phi)}{C_1} + \frac{2a_1}{L} \sin(\phi_0 + \Delta \phi) - \sin(\phi_0) = 0, \]

\[ \frac{mL d^2(\Delta \phi)}{C_1} + \frac{2a_1}{L} (\Delta \phi \cos(\phi_0)) = 0. \]

\[ \frac{F(\phi_0 + \Delta \phi)}{C_1} = \frac{\Delta K(\phi_0) + \Delta \phi}{L}. \]
from equation (14). For metastable CO the longitudinal oscillation frequency, given by

\[
\omega_z = \sqrt{\frac{a_1 \cos \phi_0}{2mL^2}},
\]

(15)
is approximately 1 kHz for \(\phi_0 = 60^\circ\). Further outward, the restoring force is less than linear and the oscillation frequency is lowered, approaching zero on the separatrix (thick curve). Beyond the separatrix the total energy of the molecules is larger than the effective potential well and the trajectories of the molecules are unbound. The area inside the separatrix (‘bucket’) is the longitudinal acceptance of the decelerator. It is seen that this area is larger for smaller values of \(\phi_0\). The deceleration per stage is given by equation (11) and increases when \(\phi_0\) is increased from 0 to \(\frac{1}{2}\pi\). Since both a large acceptance and an efficient deceleration are desirable there is a trade-off between the two.

The phase stability diagrams showing the longitudinal acceptance of the Stark decelerator are very similar to those used to describe charged-particle accelerators (see, for instance, Edwards and Syphers (1993, figure 2.20)). There is an important difference, however. In a charged-particle accelerator energy is added to the particles at a certain position, while the amount of energy that is added depends on the time
they arrive at this position. In the Stark decelerator energy is added to the molecules at a certain time, while the amount of energy that is added depends on their position at that time. Therefore, while in charged-particle accelerators energy and time are conjugate variables, in the Stark decelerator this role is played by velocity (energy divided by velocity) and position (time multiplied by velocity). As a consequence, while the energy spread in the laboratory frame remains constant in a charged particle accelerator, the velocity spread in the laboratory frame remains constant in the Stark decelerator.

The description in phase space is very useful. Since in the model the time dependence is eliminated, the initial conditions of a molecule uniquely define its subsequent motion. Therefore, two trajectories can not cross in (two-dimensional) phase space; if they did, their position and velocity would be the same and they would have the same subsequent motion. This implies that a boundary which bounds a number of molecules at a certain time will transform into a boundary at a later time which bounds the same molecules. Therefore, we can follow the motion of a large group of molecules by following the motion of a much smaller group of boundary molecules (Lichtenberg 1969).

Phase stability ensures that the phase-space density remains constant during the deceleration process. In addition, it makes the deceleration insensitive to imperfections of the electric field in the decelerator, caused, for instance, by misalignments of the electrodes or fluctuations in the applied voltages. Small deviations from the expected electric field will make the phase $\phi_0$, assumed to be constant throughout the decelerator, differ from stage to stage. This leads to a slightly modified acceptance area, with some blurring in the region of the separatrix. The final velocity, however, is determined by the time sequence only and is not altered.

Using the above derived relations we will now calculate the time sequence. From equation (11), the energy of the synchronous molecule as a function of its position in the decelerator is given by

$$E(z) = E(z = 0) - \frac{z}{L} 2a_1 \sin \phi_0,$$

using only the first term in equation (11). The velocity of the synchronous molecule is thus given by

$$v(z) = \sqrt{v_z^2(z = 0) - \frac{z^2}{Lm} 2a_1 \sin \phi_0}.$$

We integrate this equation to find the time at which the synchronous molecule is in the $n$th stage,

$$t(n) = \int_0^{nL} \frac{dz}{\sqrt{v_z^2(z = 0) - (z/L)(2/m)2a_1 \sin \phi_0}}.$$

Also,

$$t(n) = L \left[ v_z(z = 0) - \sqrt{v_z^2(z = 0) - n \frac{2}{m} 2a_1 \sin \phi_0} \right] / \left( \frac{1}{m} 2a_1 \sin \phi_0 \right).$$

In figure 11 the time sequence for deceleration of metastable CO is shown using four different phases as indicated in the figure. The full curves show $\Delta T(n) = t(n+1) - t(n)$ calculated using equation (19). The crosses show the results of
numerical calculation using as input the electric field and the known Stark shift of metastable CO. The electric field is calculated using the finite-element program Simion 6.0 (Dahl 1995). Laplace’s equation is evaluated on a $200 \times 88 \times 88$ grid (1 grid unit is 0.1 mm). Using the known Stark shift of metastable CO the potential energy and the acceleration are calculated on the same grid. The acceleration at any point is found by making a linear interpolation between the eight nearest grid points. The trajectory of a molecule through the array is found by numerically solving the equation of motion using a third-order Runge–Kutta procedure (Press et al. 1986). The switch times are calculated with a precision of 100 ns, which is the minimum timestep which can be entered in the delay generator (to be described later). For a phase angle of 60° metastable CO molecules are decelerated from 275 m s$^{-1}$ to 200 m s$^{-1}$ and the frequency of the electric fields is lowered from 50 kHz to 37 kHz.

By appropriately incorporating the time variation of the electric fields, the program that is used to calculate the time sequence numerically can also be used to calculate the trajectories of non-synchronous molecules through the array. In figure 12 the velocity of a number of metastable CO molecules is shown as a function of their position in the decelerator. The phase of the synchronous molecule is taken to be 60°. The initial position is taken to be the same for all molecules. As expected, one can observe a modulation with a period of $L (= 5.5 \text{ mm})$. In the model this modulation is assumed to be small compared with the absolute value of the velocity or, at least, to have no net influence on the trajectory. The grey-shaded area shows the velocity interval for which stable phase oscillation occurs.

For the array of electrodes schematically depicted in figure 7, the electric field near the electrodes is higher than that on the molecular beam axis. Therefore, molecules in low-field-seeking states experience a force focusing them towards the molecular beam axis. This focusing occurs only in the plane perpendicular to the electrodes, i.e. in the plane of the figure. In order to focus the molecules in both transverse directions, the electrode pairs that make up one deceleration stage are alternately positioned horizontally and vertically.

In figure 13 the electric field in the decelerator is shown for two mutually perpendicular planes. Both planes that are shown have the molecular beam axis in
The electric fields are calculated using a finite-element program, with parameters as in the experiment. The two opposing rods that make up one deceleration stage have a radius $r$ of 1.5mm and are spaced a distance $d$ of 2mm apart. Two adjacent deceleration stages are spaced a distance $L$ of 5.5mm apart. With a maximum voltage of $\pm 10\text{kV}$ and $-10\text{kV}$ on the electrodes the maximum electric field on the molecular beam axis is $90\text{kV cm}^{-1}$. Near the electrodes at high voltage the electric field is $120\text{kV cm}^{-1}$. The electric fields shown in figure 13 are calculated for the situation with the electrodes along the $x$ axis (front part) at ground potential and with the electrodes along the $y$ axis (partly hidden) at high voltage. Therefore, molecules in low-field-seeking states are focused in the plane perpendicular to the electrodes at high voltage, as shown in the upper part of the figure. In the other direction the electric field is (nearly) constant and therefore there will be no focusing or defocusing in this direction. During the deceleration process the molecules pass through electric field stages that are alternately positioned horizontally and vertically and are therefore focused in either direction.

As can be seen from figure 13, the force experienced by a molecule depends on its position in the decelerator. In addition, it depends on the time sequence of the high-voltage pulses that are applied. A molecule is strongly focused when between the electrodes at high voltage but much less so further away from these electrodes. Therefore, the trajectories are generally complicated. When the focusing is not too strong, the $z$ dependence of this force can be eliminated by introducing an average force. The transverse motion throughout the decelerator can then be described using this average force, which will now depend on the phase angle $\phi$ only. The motion of the molecules in the transverse potential well is characterized by a transverse angular oscillation frequency $\omega_t(\phi)$. The condition that the focusing is not too strong can be formulated as $2\pi/\omega_t \gg 2L/v_z$, i.e. that the time of transverse oscillation is much larger than the time it takes for the molecules to traverse one period (two stages) of the decelerator. Molecules with a longitudinal velocity close to the velocity of the
synchronous molecules will traverse a distance $L$ during $\Delta T$, the time interval after which the voltages are being switched. The force needs to be averaged over $2L$:

$$F_i(\phi) = \frac{1}{2L} \int_{\phi L/\pi}^{(\phi+2\pi)L/\pi} F_i(z) \, dz.$$  

Near the molecular beam axis, the average force is linearly dependent on the displacement from this axis. The full curve in figure 14 shows the resulting force constant (1 aN mm$^{-1}$ = 0.05 cm$^{-1}$ mm$^{-2}$) for metastable CO. The broken curve shows the maximum depth of the transverse potential well, i.e. the depth 1 mm away from the molecular beam axis. Since the linear dependence of the force on the displacement holds rather well throughout, the curves are almost identical. For $\phi = 60^\circ$ the transverse well is $\sim 0.012$ cm$^{-1}$, or $\sim 17$ mK, deep. Molecules with a maximum transverse velocity of $3$ m s$^{-1}$ will, therefore, still be accepted in the
deceleration process. The frequency of transverse oscillation, \( \omega_t/2\pi \), is approximately 700 Hz.

Generally a molecule oscillates between a minimum and a maximum phase and therefore experiences a different (average) transverse force along its path. The coupling between the longitudinal motion and the transverse motion may result in parametric amplification of the transverse oscillation. This effect might be expected to be strong, as the frequencies involved are rather similar. On the other hand, as the deceleration process only lasts 2–3 oscillation periods, parametric amplification is not expected to be important, as confirmed by numerical simulations. The maximum accepted transverse velocity is determined by the minimum depth of the transverse potential well through which the molecules pass. This implies that the maximum transverse acceptance is obtained for molecules with a phase around that of the synchronous molecule.

5.1.2. **Experimental set-up**

In order to demonstrate the performance of the Stark decelerator, experiments have been carried out on CO molecules in the \( ^3\Pi \) state. The main reasons for using metastable CO molecules for these experiments are that (i) they can be prepared in a single quantum state at a well-defined position and time and (ii) their velocity distribution can be readily measured.

The experimental set-up, schematically depicted in figure 15, consists of a compact molecular beam machine, with two differentially pumped vacuum chambers. The source chamber and decelerator chamber are pumped by a 300 l/s turbo pump and a 240 l/s turbo pump respectively. A pulsed beam of CO is formed by expanding a 5% CO in xenon mixture through a modified solenoid valve with a 0.8 mm diameter opening into vacuum. The solenoid valve (General Valves series 9) is modified such that it can be operated down to liquid nitrogen temperatures. In the CO experiments the valve housing is cooled to 180 K, just above the boiling point of Xe. The stagnation pressure is typically about 1.5 atm. The valve opens for a duration of 80 \( \mu \)s. The experiments run at 10 Hz, and under operating conditions the pressure in the source chamber and the decelerator chamber is typically \( 5 \times 10^{-6} \) and \( 2 \times 10^{-8} \) Torr respectively. The mean velocity of the CO molecules in the beam is 280 m s\(^{-1}\), corresponding to an initial kinetic energy of \( E_{\text{kin}} = 92 \text{ cm}^{-1} \). The velocity
spread is approximately 12%, corresponding to a temperature of 0.48 cm$^{-1}$ or \( \sim 0.7 \) K in the moving frame. The CO molecules pass through a 1.0 mm diameter skimmer into a second differentially pumped vacuum chamber. Preparation of a pulsed beam of metastable CO molecules in single quantum levels is performed by direct laser excitation of the ground-state molecules via the spin-forbidden \( a^3\Pi (\nu' = 0) \leftrightarrow X^1\Sigma^+ (\nu' = 0) \) transition, using pulsed 206 nm (6.0 eV) radiation, as described in section 4.4. In our experimental set-up, the molecules need to be prepared in states that exhibit a positive Stark effect which are the upper components of the \( \Lambda \) doublets in the \( a^3\Pi \) state. In the experiments reported here, laser preparation of the \( J' = 1 \) \( a^3\Pi_1 \) level via the \( Q_2(1) \) transition is used. The laser is focused to a 0.3 mm diameter spot. At the intensities used, the spin-forbidden \( a^3\Pi \rightarrow X^1\Sigma^+ \) transition can be fully saturated.

It is essential that the molecules remain in the low-field-seeking state throughout the decelerator. If the molecules entered a zero electric field, they might exit it in the \( |J, M\Omega| = |1, 0\rangle \) state, in which case they would be lost for the deceleration process. These Majorana transitions are avoided by ensuring that the electric field never drops below a certain minimum value (Harland et al. 1999). Furthermore, the rapid switching of the electric fields generates rf radiation that can induce transitions between Stark states. In order to avoid such transitions, the minimum electric field needs to be kept sufficiently high that the Stark splitting remains larger than the energy of the highest-frequency component of the rf radiation. Molecules moving through the decelerator never experience an electric field below 300 V cm$^{-1}$, and no sign of a loss due to these transitions has been observed$^\dagger$.

The 35 cm long Stark decelerator consists of an array of 63 equidistant (\( L = 5.5 \) mm) electric field stages. Each deceleration stage is formed by two parallel

---

$^\dagger$ It should be noted, however, that for molecules that have hyperfine structure, such as ND$_3$, the rapid switching of the electric fields can scramble the population between the various low-field-seeking hyperfine levels.
3 mm diameter cylindrical rods, spaced 2 mm apart. The rods are made from hardened steel and are highly polished. The two opposing rods are simultaneously switched by two independent high-voltage switches to a maximum of \( \pm 15\text{kV} \) and \( -15\text{V} \). All horizontal and vertical stages are electronically connected requiring a total of four independent high-voltage switches (Behlke Electronic GmbH, HTS-151-03-GSM). The switches are triggered by a programmable delay generator running at a clock frequency of 10 MHz. It is advantageous to operate the decelerator at the highest possible electric fields, since this will increase the acceptance of the decelerator. The maximum obtainable electric field strength is limited by field electron emission at the electrode surfaces. It is assumed that this will take place at field strengths over \( \approx 10^4\text{ kV cm}^{-1} \) (Latham 1981), in principle allowing a voltage difference of 2000 kV over the 2 mm gap between the electrodes. In practice, however, electrical breakdown takes place at much lower voltage differences owing to field enhancement at microfeatures associated with the intrinsic microscopic roughness of the electrode surfaces. Breakdown events need not be disastrous as long as the energy that is dissipated in the gap is kept low. In fact, since discharges melt the surface locally, these events reduce the roughness of the surface, allowing the gap to withstand a higher voltage difference after the event. Since in the decelerator the electric fields are switched rapidly (within 200 ns), the resistance between the switches and the electrodes needs to be small (1 kΩ). Under these conditions it is likely that a discharge will permanently damage the surface, instead of improving it. Therefore, before operating the decelerator with time-varying electric fields, a constant electric field is used for high-voltage conditioning. The voltage difference is slowly increased while the current of the induced discharges is being limited. This procedure allows for an increase of the maximum attainable voltage difference between the electrodes without sparking. Typically, the voltage difference is increased by 5 kV h\(^{-1}\) while the current is limited to 1 μA. This procedure is repeated every time the decelerator has been exposed to air. After this treatment, the decelerator is operated at a voltage difference 25% below the maximum voltage difference sustainable during the high-voltage conditioning. In this way the decelerator could be operated routinely at \( +10\text{kV} \) and \( -10\text{kV} \), corresponding to a maximum electric field of 120 kV cm\(^{-1}\) near the electrodes. It is believed that at present the maximum electric field is limited by currents running over the surface of the aluminum oxide rings that are used for suspension of the decelerator. By improving the mounting of the decelerator, it is expected that the electric fields could be increased to 200 kV cm\(^{-1}\) or more.

In all experiments presented here, the decelerator is operated at voltages of \( +10\text{kV} \) and \( -10\text{kV} \). Under these conditions the maximum energy that can be lost in one stage for metastable CO is 0.8 cm\(^{-1}\) or 1.15 K. The velocity of the beam is determined by measuring the delay between excitation and the arrival of the molecules at the detector 54 cm downstream. The metastable CO molecules are detected by counting the number of electrons emitted from a flat gold surface when the metastable CO molecules impinge on it.

5.1.3. Experimental results

The actual number of electric field stages that is used can be varied by adjusting the computer-controlled sequence by which the switches are triggered. In the left part of figure 16 the measured TOF distributions are plotted for an increasing number of electric field stages used, as indicated in the figure. The experimental curves, which
have been given an offset for clarity, are normalized to have the same integrated intensity; the actual intensity increases by more than a factor of 5 with increasing number of stages used owing to transverse focusing effects. The electric fields are switched at equal time intervals of $\Delta T = 20\ \mu s$, such that the travelling potential is moving at 275 m s$^{-1}$, close to the mean velocity of the molecular beam. By varying the number of electrodes used, the time that the trapping potential is on is varied. Therefore, the observed TOF distributions are snapshots of the motion of the metastable CO molecules in the travelling potential well. The width of the TOF distributions is a convolution of the spatial and velocity distributions of the trapped molecules. However, as the velocity spread of these molecules can be as large as 12% while the spatial extent of the bunch of molecules is always below 2% of the flight path, the TOF distribution mainly reflects the velocity distribution. The oscillation of the width of the TOF distributions with increasing number of stages and therefore directly reflects the oscillation in the velocity spread of the trapped molecules. The dotted curve above the TOF distribution recorded with 47 stages results from a numerical simulation of the trajectories through the decelerator. On
the right-hand side of figure 16, the results from the simulation for 0, 15, 31 and 47 electric field stages are plotted in phase-space diagrams together with several (including the outermost) orbits of the phase stability diagram for $\phi_0 = 0^\circ$. The phase-space diagrams show the position and velocity of the molecules just after the travelling well is switched off. The position of a molecule in phase space is represented by a dot in these diagrams. The projections of the distributions of molecules in phase space on the velocity axis, as shown on the left axes, give the true velocity distributions of the trapped molecules. Since the metastable molecules are prepared in a 0.3mm diameter laser focus, only a small region in phase space is occupied at the entrance of the Stark decelerator. This enables the direct observation of the oscillatory motion of the molecules in velocity and position. The molecules are seen to describe closed orbits in the position–velocity plane. Because of the anharmonicity of the travelling potential well the outer orbits have longer periods than the inner ones, resulting in spiral structures. The tails of these spirals are seen as sharp edges in the upper TOF distribution and are shown in more detail in the inset. The narrowest velocity distribution results when the distribution of the molecules in the phase-space diagrams is ‘horizontal’. The ultimate width of the velocity distribution is determined by the initial spatial extent of the bunch of molecules at the entrance of the Stark decelerator. When 15 stages are used, the relative velocity spread is 0.7%, corresponding to a temperature in the moving frame of $T = 4 \text{ mK}$.

The molecules trapped in the potential well can be decelerated by gradually increasing $\Delta T$, at the cost of a decrease of the depth of the potential well. In figure 17 measured TOF distributions are plotted for an increasing number of electric field stages, using a time sequence calculated for $\phi_0 = 60^\circ$. With these settings, the velocity of the travelling well is lowered from 275 m s$^{-1}$ to 200 m s$^{-1}$. The depth of the well is 43 mK; molecules with a full width at half-maximum velocity distribution of 4 m s$^{-1}$ centred around the central velocity are captured. The molecules that have initial velocities outside this selected interval are, on average, not decelerated or accelerated. These molecules contribute to the more or less Gaussian distribution centred around the original arrival time in the TOF profiles. A hole can be observed where the decelerated bunch is sliced out. The intensity increases by more than a factor of 5 with an increasing number of stages used owing to transverse focusing effects.

For the upper curve, in which the maximum number of electric field stages is employed, the calculated TOF profile is shown as well (dotted curve), and is seen to describe the experimental observations well. Although not shown explicitly, all calculated TOF profiles are in good agreement with the observed ones, and both the observed intensity variations with the increasing number of electric field stages and the rather complicated structures that appear in the TOF profiles are well reproduced.

These measurements have been performed using a number of values for the phase of the synchronous molecule as shown in figure 18. All measurements are plotted on the same vertical scale. In figure 19 the experimentally observed fraction of the beam that is confined in the travelling potential well (right) is shown together with the kinetic energy loss of the metastable CO molecules over 47 stages (left) as a function of $\phi_0$. The full curves shows the result using the analytical model with $2a_1 = 0.76 \text{ cm}^{-1}$. Including the next term in the Fourier expansion with $2a_3 = -0.040 \text{ cm}^{-1}$ yields the broken curves.
One might conclude from figure 19 that the transverse focusing is largely independent of the phase of the synchronous molecule, in contrast to statements made in section 5.1.1. This, however, is a consequence of our experimental set-up. Our detector for metastable CO is found to have a rather small detection area. Furthermore, the molecules are decelerated using 47 stages, but the array consists out of 63 stages. The last stages will act as a diaphragm. As a consequence these experiments are only sensitive to molecules with a rather small transverse velocity. The integrated intensity increases by a factor of $C_2^4/C_2^{14}$ because in the decelerator the transverse spreading is ‘frozen’, thus increasing the number of molecules that arrive at the detector.

In order to decelerate metastable CO to a total standstill 90 stages are required. However, deuterated ammonia which has a slightly larger Stark shift and a smaller mass can be brought to a standstill in the existing decelerator. This is extensively discussed in Bethlem et al. (2002b).

The observed oscillation of the package of molecules while they traverse the decelerator is a consequence of the narrow initial position spread in our case. When using a molecule in its ground state the initial position spread (determined by the

---

† At 25 kHz the high-voltage switches are able to switch 47 times. When the frequency is lowered they are able to switch more often.
pulsed valve) will be much larger than the acceptance of the decelerator. In this case the phase-space distribution of the decelerated package remains unaltered (see Bethlem et al. (2002b)). The shape of the phase-space distribution can be modified at will by using a second array mounted behind the decelerator operated at a phase angle of $0^\circ$. In Crompvoets et al. (2002) a package of ammonia molecules having a position spread of 1.1 mm and a velocity spread of 6.5 m s$^{-1}$ (30 mK) is transformed into a package having a position spread of 10 mm and a velocity spread of 0.76 m s$^{-1}$ (250 $\mu$K).

Figure 18. Observed TOF distributions using 47 electrodes for different values of $\phi_0$. All measurements have the same vertical scale.

Figure 19. Observed kinetic energy loss over 47 stages (left) and the observed fraction of the molecular beam that is decelerated (right) as a function of $\phi_0$, compared with results from the analytical model. (Figure reproduced from Bethlem et al. (2000a) with permission. Copyright the American Physical Society.)
Decelerating high-field seekers

The rotational ground state of any molecule is always lowered in energy by an external perturbation, and is therefore a ‘high-field-seeking’ state. It would be a major advantage if molecules (and atoms (Maddi et al. 1999)) in this state could be decelerated as well. It might appear to be straightforward to apply the method presented in the previous sections also to molecules in high-field-seeking states by simply letting the molecules fly out of, instead of into, the region of a high electric field. For the motion of the molecules in the forward direction, this is indeed true. However, Maxwell’s equations do not allow for a maximum of the electric field in free space (Wing 1984, Ketterle and Pritchard 1992), e.g. on the molecular beam axis, and therefore transverse stability cannot be maintained easily; molecules in high-field-seeking states have the tendency to crash into the electrodes, where the electric fields are the highest.

The same situation is encountered in charged particle accelerators where this problem has been resolved by applying the AG focusing method (Courant and Snyder 1958). This method came out of the realization that a long-established fact of geometrical optics was applicable to ion optics as well; for a pair of lenses that have equal focal lengths but with one lens converging and the other diverging, the total focal length is always positive. This same principle can be applied to polar molecules when using electrostatic dipole lenses. These lenses focus the molecular beam in one direction but simultaneously defocus the beam in the orthogonal direction. By alternating the orientation of these lenses, an electric field geometry with a focusing effect in both directions can be created. By switching these lenses on and off at the appropriate times, AG focusing and deceleration of a molecular beam can be achieved simultaneously.

Transverse stability

A scheme of the experimental setup used in Bethlem et al. (2002a) is shown in figure 20. The prototype AG decelerator consists of 12 dipole lenses, positioned symmetrically around the molecular beam axis. One of the lenses is shown enlarged in the inset at the left-hand side of figure 20, along with an \((\hat{x}, \hat{y}, \hat{z})\) axis system. A lens is composed of two identical thin electrodes (2 mm thick) with the side facing the molecular beam rounded off with a radius of curvature of 1 mm. The distance between the two electrodes is 2 mm. Typically, voltages of \(+10\) kV and \(-10\) kV are applied to these electrodes, yielding an electric field at the molecular beam axis close to \(90\) kV cm\(^{-1}\). The electric fields along \(\hat{x}\) and \(\hat{y}\) are shown in the inset at the right-hand side of figure 20. It is seen that molecules in high-field-seeking states experience a force that repels them from the molecular beam axis in the plane of the electrodes and attracts them toward the molecular beam axis in the plane perpendicular to this. By symmetry, the defocusing force is equal to the focusing force close to the molecular beam axis. A molecule will alternately be focused and defocused while traversing the array of lenses. When the focal length of the lenses is well chosen, the displacement of a molecule from the molecular beam axis will be smaller at a negative lens than at a positive lens. Therefore, they will be more focused than defocused and their trajectories will be stable.

In figure 21 typical trajectories through the decelerator are shown using experimental parameters. The grey shaded area indicates the region of stable trajectories. It is seen that the beam envelope is larger at the positive lenses than at the negative lenses, as expected.
Figure 20. Scheme of the experimental set-up. State-selected metastable CO molecules are prepared using pulsed-laser excitation of ground-state CO molecules. The beam of metastable CO molecules is focused and decelerated using 12 electrodynamic dipole lenses in AG configuration. The TOF distribution of the metastable CO molecules over the 54 cm distance from laser preparation to detection is measured via recording of the number of electrons emitted from a gold surface when the metastable CO molecules impinge on it. In the inset at the left-hand side of the figure an enlarged view of a lens is shown together with an (x, y, z) axis system. The electric fields along x and y are shown in the inset at the right-hand side of the figure. (Figure reproduced from Bethlem et al. (2002a) with permission. Copyright the American Physical Society.)

Figure 21. A number of trajectories through the AG decelerator. The grey-shaded area shows the beam envelope. (Figure reproduced from Bethlem et al. (2002a) with permission. Copyright the American Physical Society.)
5.2.2. Alternate gradient deceleration

In order to decelerate or accelerate the molecules, time-varying electric fields are applied. A molecule in a high-field-seeking state will gain kinetic energy as it enters the field of a lens, while it loses kinetic energy as it leaves the lens. When the electric field is switched on when the molecule is inside a lens, there will be no change to its kinetic energy but it will decelerate while leaving the lens. The moment when the field is switched on determines the effective length $L$ of the lens; the focusing properties can thus be optimized without affecting the deceleration properties. Phase-stable operation can be obtained by switching the electric fields off again when the molecules have not yet left the field of a lens completely. In that case, molecules which are at the head of the pulse will lose more kinetic energy while molecules which are at the pulse’s tail will lose less kinetic energy. Therefore, molecules in a narrow position and velocity interval will again be confined to this area of phase space throughout the decelerator.

5.2.3. Experimental set-up

In order to demonstrate the performance of the AG decelerator, experiments have been carried out on CO molecules in the $a^3\Pi$ state. For this experiment the molecules need to be prepared in states that experience a negative Stark shift which are the lower components of the $A$ doublet in the $a^3\Pi$ state. In the experiments reported here, laser preparation of the $J^\prime = 1 a^3\Pi_1$ level via the $R_2(0)$ transition is used. By setting the polarization of the laser perpendicular to the stray fields present in the decelerator only the $M\Omega = 1$ high-field-seeking state is excited.

Laser preparation is performed in a 1 mm diameter spot, 5 mm in front of the 35 cm long AG decelerator consisting of an array of 12 equidistant 27 mm long dipole lenses. Successive lenses are separated by a 4 mm long drift region. The two opposing electrodes of a lens are simultaneously switched by two independent high voltage switches to maximum voltages of $+10$ kV and $-10$ kV. The first and last lenses have just half the length in order to have a more symmetric acceptance along $\hat{x}$ and $\hat{y}$. The TOF distributions over the 54 cm distance from laser preparation to detection are recorded by measuring the number of electrons emitted from a flat gold surface when the metastable CO molecules impinge on it.

5.2.4. Experimental results

In figure 22 the measured TOF distributions are plotted for several values of $\phi_0$ as indicated in the figure. The lower curve is the TOF distribution of the original beam, when no voltages are applied, corresponding to a beam with a mean velocity of 275 m s$^{-1}$. Using the 12 stages, molecules are decelerated from 275 m s$^{-1}$ to 260 m s$^{-1}$, or accelerated from 275 m s$^{-1}$ up to 289 m s$^{-1}$, depending on the phase angle $\phi_0$ that is used. The thin curves show the results of a numerical simulation. The calculations are seen to describe the TOF distributions for the decelerated bunch rather well; a similarly good agreement is obtained in the simulation for the accelerated beam (not shown). In order to match the measured TOF distributions we have scaled down the simulations by a factor of 20; on applying the electric fields the integrated signal decreases by a factor of $\sim 7$ where we would have expected an increase in signal by at least a factor 3. This discrepancy is most likely to be due to misalignments in the decelerator; with a random displacement of $\pm 0.2$ mm of the lenses the observed TOF distributions can be quantitatively reproduced.
The proof-of-principle experiment demonstrates the potential of an AG decelera- 
tor for producing beams of polar molecules with arbitrarily (low) velocities. In the de- 
celeration process the phase-space density remains constant; bunches of molecules 
are kept together independent of the number of lenses used in the decelerator. With 
the present geometry, 90 lenses would be required to bring the metastable CO 
molecules to a standstill. For this, the mechanical design of the decelerator must be 
improved. Alternatively, a geometry where a single lens is composed of multiple 
deceleration stages can be used, i.e. a geometry with a number of subsequent elec-
trode pairs oriented along the same plane. The latter design is expected to be less 
susceptible to misalignment. Although more difficult to implement, AG deceleration 
can be used for both low-field- and high-field-seeking states.

6. Storing and trapping

The molecular beams with variable forward velocity (and thus variable de Broglie 
wavelength) and velocity spread as presented in the previous section offer fascinating 
perspectives for molecule optics, molecular collision studies, reactive scattering and 
surface science experiments. Performing crossed-beam experiments with two Stark- 
decelerated beams, for instance, would make it possible to measure cross-sections as 
a function of the centre-of-mass energy. One of the more obvious applications of the 
slow molecular beam is to use it to load traps and storage rings.
6.1. *A hexapole storage ring for polar molecules*

Multipole focusers can be regarded as two-dimensional traps. By bending a multipole focuser into a torus, molecules can be trapped in three dimensions (Katz 1997). This storage ring can be considered to be the electrostatic analogue of the magnetic bottle as used by Paul and coworkers to store neutrons (Kügler et al. 1978). The maximum velocity that the molecules can have in the torus is proportional to the square root of the torus’s radius. In figure 23 the set-up is shown as used in Crompvoets et al. (2001). In the inset the effective potential energy is shown for ammonia molecules flying with a forward velocity of 89 m s\(^{-1}\). As can be seen there is a position slightly off centre where the centrifugal force is balanced by the electrostatic force. Molecules in low-field-seeking states will experience a force towards this position. For the parameters used, molecules with a transverse velocity

![Figure 23. Experimental set-up. Upper part, from left to right: a gas pulse of less than 1% ND\(_3\) in Xe exits a cooled (\(T = 200\) K) pulsed valve with a mean velocity of 275 m s\(^{-1}\). The beam is focused into the decelerator and slowed down to 89 m s\(^{-1}\). The bunch of slow molecules is tangentially injected into the electrostatic storage ring (12.5 cm radius; 4 mm diameter rods). Molecules in the detection region of the storage ring are ionized using a pulsed laser, after which they are extracted and detected with an ion detector. In the lower part (left) the cross-section of the hexapole storage ring is shown with contour lines of equal potential energy at 0.02 cm\(^{-1}\) intervals for ND\(_3\) molecules in the \(|JK| = |11|\) state with positive Stark shift and with a tangential velocity of 89 m s\(^{-1}\). In the right side of the inset the Stark energy (broken curve) is shown as a function of the displacement from the centre of the hexapole \((x)\) in the plane of the hexapole ring (along the broken axis as shown in the left part of the figure). The full curve is obtained by adding the potential energy as a result of the centrifugal force for an ammonia molecule with a tangential velocity of 89 m s\(^{-1}\) (chain curve) to the Stark energy. The minimum of the resulting potential well is located 1.3 mm offset from the geometrical centre of the hexapole. (Reprinted by permission from *Nature* (Crompvoets et al. 2001). Copyright (2001) MacMillan Publishers Ltd.)
of up to 5 m s\(^{-1}\) will be confined in the ring. From the potential energy curve the ratio between the (transverse) position and velocity spread can be found. If a package of molecules is injected with a different aspect ratio, i.e. if the shape of the package of molecules in phase space does not match the acceptance of the ring, the molecules will start to oscillate. This will result in a loss in phase-space density. Therefore a hexapole is placed between the decelerator and the storage ring and serves as a lens which images the phase-space area of the package of molecules at the exit of the decelerator onto the ring. The magnification of the image is determined by the ratio between the distance from the decelerator to the hexapole and the distance from the hexapole to the ring.

The ammonia molecules are detected by resonantly ionizing them using a pulsed UV laser and counting the resulting ions. The package of slow molecules is observed to make up to six roundtrips. Because of their velocity spread (corresponding to 10 mK) the bunches of molecules gradually spread out along the ring. In order to compensate for this, the ring should be opened and a buncher, similar to the one used in Crompvoets et al. (2002), inserted. A sectional version of the storage ring will allow field-free interaction regions and various out-coupling regions. In such a ring, bunches of cold molecules can be made to interact repeatedly, at well-defined times and at distinct locations, with electromagnetic fields and/or particles. This yields unique opportunities for high-resolution spectroscopy and very sensitive collision studies.

A hexapole bend into a circle forms a trap for molecules in low-field-seeking states. Similarly, an AG focuser could be bent into a circle (Auerbach et al. 1966) by which molecules in both high- and low-field-seeking states can be trapped. Alternatively, a ring could be constructed out of separate bending and focusing fields, similar to a storage ring for charged particles. The bending elements could be similar to the wedge shown in figure 2; an AG lens pair could then be used to focus the molecules in the transverse and, by using time-varying electric fields, in the forward direction (Gould 2000). Molecules in high-field-seeking states can also be trapped using a coaxial focuser with an appropriately shaped outer electrode (Sekatskiı 1995, Sekatskiı and Schmiedmayer 1996, Jongma et al. 1997a, Loesch and Scheel 2000). These traps rely on the fact that molecules have a non-zero forward velocity to maintain stability. Molecules can also be trapped at a static point. Since Maxwell’s equations allow for a minimum but not for a maximum of the electric field in free space (Wing 1984, Ketterle and Pritchard 1992), only molecules in low-field-seeking states can be trapped in a static trap. It is proposed, however, that molecules in high-field-seeking states may be trapped in an AC electric trap (Shimizu and Morinaga 1992, Peik 1999). This trap may be viewed as an AG focuser whose fields are switched to act alternately horizontally and vertically while the molecules stay at the same position. AC magnetic traps have been demonstrated for neutral atoms (Lovelace et al. 1985, Cornell et al. 1991); however, these traps suffer from heat produced in the trap coils. This problem is absent for electrodynamic traps. Trapping polar molecules in high-field-seeking states might be crucial for the success of evaporative cooling (Bohn, 2001).

6.2. A quadrupole trap for polar molecules

Wing proposed an electrostatic trap consisting of a ring electrode with two endcaps (Wing 1980). This trap may be viewed as a quadrupole torus with a radius equal to zero. The geometry of the trap is the same as that of a Paul trap for charged
particles (Paul 1990). However, instead of rf fields, static electric fields are used for trapping neutral molecules. The inner radius $R$ of the ring electrode is 5 mm. The endcaps are spaced $\sqrt{2}R$ apart. In the endcaps 2 mm diameter holes are made to enable the molecular beam to pass through. In the ring electrode 2 mm diameter holes are made to allow for laser detection of the trapped molecules at the centre of the trap. The electric field at the centre of the quadrupole is zero and increases linearly with distance from the centre. In weak electric fields the Stark shift of ammonia is quadratic and the restoring force close to the centre is then linear in the displacement. In higher electric fields the Stark shift becomes linear and the force becomes constant. With a voltage difference of 12 kV between the ring electrode and the endcaps the trap depth for ND$_3$ is about 0.24 cm$^{-1}$, or 350 mK. The maximum velocity of $^{14}$ND$_3$ molecules which can be confined in the trap with these settings is approximately 17 m s$^{-1}$.

The experimental set-up used for trapping is schematically depicted in figure 24 (Bethlem et al. 2000b, 2002b). To load the trap, a beam of ammonia molecules is decelerated to 15 m s$^{-1}$. In order to bring the average velocity of the beam down to zero, the voltages are initially applied asymmetrically to the trap electrodes. With a voltage of 10 kV on the entrance endcap and 12 kV on the ring electrode, the electric field is small at the entrance of the trap and increases towards the centre of the trap. The synchronous molecule comes to a standstill at the centre of the trap. As before, it is necessary to match the emittance of the decelerated beam onto the acceptance of the trap. In this case, the beam must also be focused in the longitudinal direction. This is done with a ring electrode which is mounted in front of the entrance endcap of the trap. By applying a voltage difference between this ring electrode and the entrance endcap, an electric field is generated with a minimum on the molecular beam axis, focusing molecules in low-field-seeking states in the transverse directions.

† It is also possible to devise traps having an electric field minimum which is different from zero (Xu 2001), which may be important to prevent possible Majorana transitions at the centre of the trap.
Unlike in a hexapole, this minimum electric field is non-zero. This non-zero field on the molecular beam axis can be used to focus the molecules in the longitudinal direction (‘bunching’). In this way a 6D area in phase space is imaged from the source region of the molecular beam onto the trap.

To detect the molecules the high voltages are switched off and a laser beam is focused inside the trap. Using a pulsed tunable UV laser the ammonia molecules are ionized in a (2 + 1) resonance-enhanced multiphoton ionization (REMPI) scheme. Mass-selective detection of the parent ions is performed using the trap electrodes as extraction electrodes in a Wiley–McLaren type mass spectrometer set-up, as shown in figure 25. For this, a voltage of −300 V is applied to the exit endcap. The field-free flight tube is kept at −1.2 kV and the ion signal is recorded using a microchannel plate (MCP) detector placed further downstream. In the lower part of figure 25 a typical mass spectrum is shown with the laser frequency resonant on either $^{14}$ND$_3$ (upper curve) or $^{15}$ND$_3$ (lower curve). The ion signal is proportional to the density of neutral ammonia molecules at the centre of the trap.

Figure 25. Schematic view of the trap. The ammonia molecules are detected by resonantly ionizing them using a tunable UV laser. The produced ions are extracted and detected on an MCP detector. In the lower part of the figure a typical mass spectrum recorded in the trap is shown. The measurements are taken while $^{14}$ND$_3$ and $^{15}$ND$_3$ are simultaneously trapped. The upper and lower curves are recorded when the laser radiation is resonant with a transition in $^{14}$ND$_3$ and $^{15}$ND$_3$ respectively. The peaks around 12, 24 and 36 Da are due to fragmentation of oil in the laser focus.
In figure 26, (2 + 1)-REMPI spectra of $^{14}$ND$_3$ are shown, recorded via intermediate states of different vibrational symmetry. The spectra are recorded under conditions close to saturation, and the width of the lines is determined by power broadening. All spectra are shown with the same intensity scale and are averaged over 40 shots. In the upper panel, the $\nu_2 = 4$ vibrational level in the $\tilde{B}^{1}E''$ state is used as intermediate. Via this level, only molecules in the lower inversion doublet levels of ammonia are detected. Measurements are shown for the molecular beam (upper trace) and for trapped molecules (lower trace), both recorded using the trap as TOF mass spectrometer. The $J_K$ rotational quantum numbers of the ground-state levels are indicated in the figure (Ashfold et al. 1988). In the lower panel, the $\nu_2 = 5$ vibrational level is used as intermediate, allowing only detection of molecules in the upper inversion doublet levels (vibrational $a$ symmetry).

In the beam, both $s$ and $a$ components of the $0_0$ and $1_0$ ortho levels and the $1_1$ para level are observed. The $1_0$ and $1_1$ levels are located 10 cm$^{-1}$ and 8 cm$^{-1}$ above the rotational ground-state level respectively. This implies a rotational temperature well below 3 K. The spectra of the trapped molecules show only the five allowed transitions originating from the upper inversion doublet level of the $1_1$ state, which is the only populated low-field-seeking state in the beam. The density in the trap is roughly two times smaller than in the beam.

In order to determine the temperature of the trapped ammonia molecules, the spatial distribution of the molecules in the trap was measured along the $z$ axis. This is done by scanning the position of the focused detection laser through the 2 mm
diameter holes in the ring electrode of the trap. The detection laser is fired after the molecules have been trapped for 50 ms, long compared with the oscillation periods in the trap. Since the density in the trap is low, no collisions between trapped molecules take place during this time interval. Strictly speaking, temperature is not defined in this case; it is used here as a measure of the average energy of the molecules in the trap. Knowing the trapping potential for $^{14}\text{ND}_3$ molecules in the $|J, K\rangle = |1, 1\rangle$ low-field-seeking state, the spatial and velocity distribution can be calculated assuming a certain temperature (Luiten et al. 1996).

In figure 27 the density of trapped $^{14}\text{ND}_3$ molecules is shown as a function of the position along the $z$ axis. The detection efficiency is constant over the range in $z$ covered in these measurements. Each data point is averaged over 10 trapping cycles. The error bars indicate the statistical spread in the measurements. The full curves are the results of a numerical simulation, assuming a thermal distribution of molecules in the trapping potential. The measurements are best described using a thermal distribution with a temperature of 25 mK. The density of the trapped molecules is estimated to be $1.3 \times 10^7$ molecules cm$^{-3}$. The total number of molecules is then $10^4$. The phase-space density is $2 \times 10^{-13}$, roughly 50 times lower than the phase-space density in the beam. This loss is attributed to the not yet ideal loading of the trap.

Identical measurements have been performed on $^{15}\text{ND}_3$ using the same time sequence as in the experiment on $^{14}\text{ND}_3$. Within the experimental accuracy the measured density is the same for both isotopomers of ammonia. Both isotopomers have also been trapped simultaneously at a factor of 2 lower peak density for each species.

If only a single pulse is trapped, the phase-space density in the trap is ultimately limited by the phase-space density that can be obtained in the beam. In a pulsed supersonic expansion, densities of $10^{13}$ molecules cm$^{-3}$ at a translational temperature of 1 K are routinely obtained (Miller 1988), implying a phase-space density of $10^{-9}$ and higher. For our beam we would expect a phase-space density on the order of $2.5 \times 10^{-9}$ (see section 3.2.3). The measured phase-space density in our beam is much less. This might be due to insufficient pumping capacity in the current set-up or
excessive cluster formation. It might also indicate that we overestimate our detection efficiency.

7. Conclusions

The field of cold molecules is a rapidly growing field of research. While virtually non-existent 5 years ago, at the moment (August 2002) some 20 experimental groups and a dozen of theoretical groups are working on cold molecules. Several experimental methods to produce samples of translationally cold molecules have been successfully demonstrated over the last few years and a number of other schemes have been proposed. These methods are largely complementary. Photoassociation can be applied to homonuclear alkali and alkaline molecules as well as on H$_2$. Buffer-gas cooling can be applied to paramagnetic molecules and Stark deceleration is suited for dipolar molecules. Highly polarizable molecules such as I$_2$ could be decelerated using a moving optical lattice. All methods have their specific problems which need to be taken care off before useful densities of ultracold molecules are available. However, the rewards certainly seem to make the efforts worthwhile.
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